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Abstract

Structure determination of membrane proteins by solution nuclear magnetic resonance spectroscopy require that they can be incorporated into detergent micelles in order to ensure that they are maintained in a folded, water-soluble state. However, detergent molecules produce micelle-protein complexes that pose unique challenges for solution NMR studies. To improve the spectroscopic properties of these complexes, it is possible to use specific isotope labeling strategies developed for the study of large water-soluble proteins by solution NMR. Specifically, the use of a highly deuterated sample that retains protons only in the Val, Leu and Ile (δ1) methyl groups has the potential to be used to determine structures of polytopic helical membrane proteins. However, while the quality of structure that can be obtained from this approach has been examined for water-soluble proteins, its utility for this class of membrane proteins has not been systematically investigated. This thesis evaluates the utility of this method for structure determination of membrane proteins by exploring structure calculation strategies from simulated NMR data sets from membrane proteins of known structure. Here I present results for a set of membrane proteins that consist of pairs or bundles of hydrophobic α-helices. I analyzed the impact of intra- and inter-helical NOEs on structure quality for samples specifically labeled with protons only at the methyl and amide positions. In addition, I also explored the role of dihedral angles and residual dipolar couplings in an effort to find general trends to improve the accuracy of structures for polytopic α-helical membrane proteins. Based on the results of these calculations it appears that obtaining a uniform distribution of inter-helical NOEs and accurately identifying transmembrane helices for dihedral angle restraints are the most
important factors determining the accuracy of these simulated membrane protein structures. These results should help to guide future structure determinations for polytopic α-helical membrane proteins of unknown structure.
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Chapter 1

INTRODUCTION

1.1 Membrane protein structures

Integral membrane proteins reside in an asymmetric environment that is created by the phospholipid bilayer. The regions of these membrane proteins that traverse the lipid bilayer are exposed to a highly hydrophobic environment that would present a high energetic barrier to the incorporation of polar groups such as a peptide amide group. However, participation in hydrogen bonding interactions can decrease the energetic penalty of insertion into the hydrophobic lipid core. Therefore membrane protein structures tend to maximize the number of hydrogen bonded amide groups that would be inserted into the hydrophobic interior of the lipid bilayer (1). This can be achieved by adopting two types of secondary structure: an α-helix or β-barrel conformation (Figure 1.1). In contrast with β-strands, α-helices can exist as an independent stable monotopic helix in the lipid bilayer. It can also pack or hydrogen bond with other α-helices to traverse the membrane more than once, forming a polytopic helical membrane protein (Figure 1.2).

Both monotopic and polytopic membrane proteins fulfill vital functions in many biological processes such as cellular transport of salts and toxins, inter-cellular signaling, growth and regulation. They are also of interest in structural genomics and are targets for many drugs (2); for example, members of the 7-helix bundle G-protein coupled receptor
Figure 1.1 – Principal protein secondary structure elements. A ball and stick representation of the backbone atoms and their respective ribbon diagrams are represented with the carbon atoms shown in black, nitrogen atoms in blue, oxygen atoms in red and hydrogen atoms in grey. Hydrogen bonds are represented by the green dashed lines. A) A canonical $\alpha$-helix. Intra-helical hydrogen bonds between the carbonyl oxygen at position \( n \) and the amide hydrogen at \( n+4 \) are highlighted. B) An anti-parallel $\beta$-sheet held together by inter-strand hydrogen bonds.
Figure 1.2 – Schematic diagram showing the arrangement of a monotopic and polytopic membrane protein in the lipid bilayer. A monotopic membrane protein consists of a hydrophobic helix (shown in blue) crossing a lipid bilayer comprised of polar headgroups (red circles) and hydrophobic alkyl chains (green). A polytopic membrane protein is often made up of a bundle of hydrophobic helices spanning the lipid bilayer, as shown for the ammonia channel (PDB code: 1U7G).

A family of proteins are associated with a wide range of human disease conditions, including cardiovascular, CNS and inflammatory diseases (3-5). Given their functional and pharmacological significance, there is great interest in understanding the function and mechanism of membrane proteins. Towards this goal, atomic resolution structures can be a useful source of information since there is a close relationship between protein structure and function. High-resolution structures have the potential to provide insights into the
different molecular mechanisms that can be used by these proteins at the membrane and also have the potential to be used to aid drug design.

Of the more than 37,000 high resolution protein structures known (6) only 120 membrane proteins are currently represented in the protein structure databank (PDB) (7), most of which were determined by x-ray crystallography. One major bottleneck in membrane protein structure determination arises from difficulties in sample production and handling. In particular, the significant hydrophobicity of membrane-embedded segments drives them to unfold and precipitate when extracted from the native lipid environment. Therefore, solubility considerations introduce a need for detergent to be present to form a protein-detergent micelle complex (Figure 1.3). This complicates the crystallographic analysis of membrane proteins since the detergents introduce heterogeneity that can complicate crystal formation.

An alternative to x-ray crystallography that avoids the requirement for crystal formation is nuclear magnetic resonance (NMR), an approach that has been widely applied to determine structures of smaller (~<20 kDa) water-soluble proteins (8). Since then, major improvements in sample preparation, spectrometer hardware, and pulse sequence methodology have dramatically increased the range and utility of NMR for the elucidation of structures of membrane proteins that are solubilized in detergents (9-11). For example, the availability of > 13 Tesla NMR magnets and transverse relaxation-optimized spectroscopy (TROSY) (12) has allowed the acquisition of high-resolution NMR spectra for proteins with molecular weights exceeding 50-60 kDa (13-19). These improvements provide much better spectra, which has allowed additional NMR structural data to be obtained to help define the tertiary fold of the protein. However, in spite of
Figure 1.3 – Schematic representation of the role of detergents in the extraction of a membrane protein from the lipid bilayer. Extraction of membrane proteins from the lipid bilayer requires the addition of a detergent. In the absence of detergent this membrane protein will aggregate, leading to the formation of a precipitate. The addition of a detergent maintains the membrane protein in solution, but forms a high molecular weight (~100kDa) micelle-detergent complex which can be problematic for solution NMR studies. The multi-spanning protein halorhodopsin (PDB code: 1E12) is shown by a ribbon representation and has a molecular weight of 20 kDa in the absence of detergent.
these impressive advances, peak broadening and overlap problems still arise for large membrane protein-detergent micelle complexes, limiting progress in this field.

1.2 Protein structure determination by solution NMR

NMR is a technique that utilizes the magnetic properties of certain nuclei that possess intrinsic angular momentum, or “spin” (I). Solution NMR spectroscopy of biomolecules such as proteins mainly utilize nuclei with a spin quantum number of I = ½ (e.g. $^1$H, $^{15}$N, $^{13}$C). Briefly, this technique relies on an induced dipole moment in these spins that interacts with an external magnetic field (supplied by the spectrometer) to orient in either a high energy or low energy state. As shown in Figure 1.4, NMR relies on the ability to use radiofrequency energy pulses to induce transitions between these two states. The frequency at which absorption occurs is known as the Larmor frequency. However, it depends, in part, on the local chemical environment of the nucleus, giving rise to a spectrum where each magnetically distinct nucleus can absorb at a unique resonance frequency (Larmor frequency with a shielding term). (A more complete description of the NMR phenomenon can be found in (20, 21)).
Figure 1.4 – Energy level diagram for an isolated proton with spin quantum number $\frac{1}{2}$ in the absence (left side) and presence (right side) of an external magnetic field $B_0$. In an external magnetic field, the proton spin can adopt one of two possible orientations each with a slightly different energy. The $\alpha$-state ($m=1/2$) has the lowest energy and it is denoted by the spin-up arrow while the higher energy $\beta$-state ($m=-1/2$) is shown by the spin-down arrow. The energy of these states is given by $E = m\gamma(1-\sigma)\hbar B_0$ where $\gamma$ is the gyromagnetic ratio, $\hbar$ is Planck’s constant and $\sigma$ is nuclear shielding. If the system is irradiated with a radiofrequency energy that matches the energy difference between these two states, (i.e. $E = \gamma\hbar(1-\sigma)B_0$) transitions between the two states can occur and a NMR signal is detected. The larger the strength of the external magnetic field, the larger this energy difference. Different local chemical environments give rise to differences in $\sigma$, and therefore different absorption frequencies for the same type of spin can result.

NMR spectroscopy has been used for protein structure determination using the general strategy outlined in Figure 1.5 (22, 23). In this approach a homogenous, concentrated (~1 mM) protein sample must be prepared, usually with the NMR-active isotopes $^{15}$N and/or $^{13}$C incorporated (although structures of smaller proteins ~10 kDa and under can be solved without the need for isotope-enrichment). This is usually achieved
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Figure 1.5 – Outline of general strategy to determine a protein structure by NMR spectroscopy.
by over-expressing the protein in a suitable host, such as *E. coli* that is grown in a medium containing isotope-labeled metabolic precursors (\(^{15}\)NH\(_4\)Cl and \(^{13}\)C-glucose in the case of *E. coli*). After purification of this sample, a standard series of triple resonance NMR experiments can be run to determine the chemical shifts of backbone atoms such as \(^{13}\)C\(\alpha\), \(^{13}\)C\(\beta\), \(^{13}\)CO, \(^{15}\)N, and \(^1\)H\(_N\) (21, 22). The basis for all these experiments is the two-dimensional \(^{15}\)N-\(^1\)H HSQC (heteronuclear single quantum coherence) experiment that correlates the amide proton chemical shift with that of its directly attached nitrogen atom. This \(^{15}\)N-\(^1\)H\(_N\) HSQC spectrum is sometimes referred to as a protein “fingerprint spectrum” since each protein gives rise to a unique pattern of peaks. Backbone assignment experiments are 3D versions of this experiment that provide correlations between this amide proton-nitrogen pair and backbone carbon atoms. For example, the HNCO experiment connects the amide proton and nitrogen chemical shifts with the shift of the carbonyl carbon from the preceding residue. A typical suite of backbone assignment spectra usually include this experiment, along with the HNCACB, and CBCA(CO)NH experiments (22, 24). Together these spectra can be linked together to identify series of peaks arising from sequential residues which ultimately should allow for identification of >95% of the backbone chemical shifts. A similar type of process is then followed to assign sidechain chemical shifts, often using experiments that give through-bond correlations (e.g. COSY and TOCSY spectra). Given the larger number of atoms and the higher degree of overlap for sidechain versus backbone atoms, the assignment process is much more time-consuming for the side-chain atoms.

Once chemical shift assignments have been completed then it is necessary to record experiments that can provide longer-range structural information, since this is the primary
data used to define the protein fold. These are nuclear Overhauser enhancements (NOEs), secondary shifts, and residual dipolar couplings (RDCs), as described in the following sections.

1.2.1 Nuclear Overhauser Effect (NOE) – Distance restraints

The main source of geometric information used in NMR protein-structure determination lies in the nuclear Overhauser effect (25), which is due to the local field experienced by a spin with neighboring magnetic nuclei. NOEs are related to the “through-space” distance between a pair of atoms that are either linked by covalent bonds (intra-molecular NOE) or not at all (inter-molecular NOE). Depending on the relative orientation of the two nuclei to one another, the field generated by a neighboring spin will either reinforce or diminish the effect of the external magnetic field, with the time-dependent fluctuation produced by the rotational motion of the molecule in which these nuclei are situated. The magnitude of this effect depends on the inter-nuclear separation distance, $r$, which is proportional to the inverse sixth power as given by Equation 1.

$$\text{NOE} = \frac{\mu_0^2 \hbar^2 \gamma^4 r^{-6} \{-J(0) + 6J(2\omega_r)\}}{16\pi^2 \gamma^4} \quad [1]$$

where $\omega_I$ is the resonance frequency of spin I, $J(\omega)$ is the spectral density function at frequency $\omega$, and $\mu_0$ is the permittivity constant. The NOE represents the change in intensity of one resonance when the transitions of another spin are perturbed from their equilibrium populations. The dependence of the NOE on specific spectral density function terms means that the sign and magnitude will depend on the size of the molecule being probed. For large molecules that tumble slowly in solution, the spectral density function is
large at small frequencies (i.e. $J(0)$ is large) and therefore efficient magnetization transfer can occur via this effect. Proteins can be considered large molecules in this respect, and as a result, it is possible to observe NOE correlations between protons that are approximately <5 Å apart in proteins. In protein NMR spectroscopy, NOEs between protons are the primary source of structural information.

For protein structure determination, NOE correlations are obtained from NOESY spectra that must be assigned to identify those atoms that are close together in space. Assignments are made by matching the peak positions in the NOESY spectrum with chemical shifts from the list of assigned atoms obtained from the backbone and sidechain experiments. In addition, peak intensities in the NOESY spectrum can be related to the distance separating the two atoms since protons that are closer together will give rise to a more intense NOE cross-peak. However, these peak intensities cannot be used to determine exact distances since contributions can also arise from spin diffusion. Specifically, magnetization transfer between two spins through multiple short steps may be more efficient than a one-step transfer over the longer, direct distance (Figure 1.6). Since the density of protons in the interior of proteins is relatively high, the distance estimate is often about 20% smaller than what is expected experimentally (20) and as a result, NOE intensities are converted to approximate inter-proton distances for the purpose of structure calculations. In this approach NOE intensities are classified as weak, medium or strong and then assumed to correspond to internuclear separation distances that are long, intermediate or short, respectively. Although the specific values that are used for these distance bins tend to vary, typical values used as conservative estimates are 1.8-3.0 Å, 1.8-4.0 Å and 1.8-5.0 Å for strong, medium and weak NOEs respectively.
Figure 1.6 – Schematic representation of the effect of spin diffusion on NOE intensity. Due to the $r^{-6}$ dependency, the NOE between spin A and C would be more intense if it occurred through spin diffusion (i.e. A to B to C) compared to the intensity of the NOE without spin diffusion (i.e. A to C directly). Consequently in the presence of spin diffusion the internuclear distance estimate would be much smaller than the actual distance in the molecule.

### 1.2.2 Dihedral Angle restraints

Backbone dihedral angle $\phi$ and $\psi$ values for a protein (Figure 1.7) can be indirectly estimated from the chemical shifts of backbone nuclei that are assigned during the initial stages of the structure determination process. In particular, a strong correlation exists between $^1$H$\alpha$ chemical shifts and secondary structure (26, 27). When $^{13}$C isotopic enrichment is also available a wider range of secondary shifts can be determined, improving the predictive power of this measurement. This is generally done by calculating the random coil chemical shift value (determined by residue type) and subtracting this from the observed chemical shift to obtain the secondary chemical shift as originally described by Wishart et al. (28-30). Since this secondary chemical shift depends heavily upon the type of secondary structure it can provide an accurate prediction of the secondary structure.
For example, both $^{13}\text{C}\alpha$ and $^{13}\text{CO}$ atoms tend to experience an upfield shift in $\alpha$-helices and a downfield shift in $\beta$-strands. For these atoms observation of positive secondary chemical shift for both atoms would provide a strong indication of $\alpha$-helical structure while negative shifts would suggest $\beta$-stand structure (29).

![Figure 1.7 – Polypeptide backbone $\phi$ and $\psi$ dihedral angles.](image-url)

Rotations about the $\text{H}^{\text{N}}$-N–C$\alpha$-H$\alpha$ and H$\alpha$-C$\alpha$–C–O bonds can be described by phi ($\phi$) and psi ($\psi$), respectively. By convention, both $\phi$ and $\psi$ are defined as 180° when the polypeptide is in its fully extended conformation and all peptide groups are in the same plane.

Once the secondary chemical shifts have been used to predict the secondary structure, the dihedral angles $\phi$ and $\psi$ can be defined. For an $\alpha$-helix, the values are typically in the range of $\phi = -57^\circ$ and $\psi = -47^\circ$ while for $\beta$-sheets they are $\phi = 120^\circ$ and $\psi = -120^\circ$ (31). However, a range of dihedral angle values can be accommodated in these types of secondary structures. The range of dihedral angle values that can be adopted by the
protein backbone also depends on steric effects which reduce the allowable degrees of phi and psi to favored regions of the Ramachandran plot (Figure 1.8). For these reasons, a range of dihedral angle values are usually considered to be equally valid for a given secondary structure prediction. Typically for α-helices φ is allowed to vary by 20° and ψ by 30°, although wider bounds can also be used. It is also possible to more precisely predict these dihedral angle values through an empirical approach that uses a combination of five kinds (Hα, Cα, Cβ, CO, N) of chemical shift assignments for comparison with database values collected for a suite of proteins of known structure (31). This strategy has been implemented in a freely available software package called TALOS that has been widely used to generate dihedral angle restraints for protein structure determination.
Figure 1.8 – The Ramachandran plot for proteins showing accessible backbone torsion angles. Most energetically favored regions are highlighted in green and with less favorable but permissible areas in yellow and pink. The canonical α-helix has dihedral angles corresponding to $\phi = -57^\circ$ and $\psi = -47^\circ$ with +/-20° and +/-30° boundaries respectively (shown as error bars) which are mainly used for structure calculations as shown by a red dot. Similarly, an ideal β-sheets has $\phi = -120^\circ$ and $\psi = 120^\circ$. 
1.2.3 *Dipolar Couplings*

Dipolar couplings are a through-space interaction that arises between any two magnetically active nuclei (i.e. $^1$H, $^{15}$N, $^{13}$C) where the magnetic flux from one-spin influences the effective magnetic field and thus the resonance frequency of another spin. They provide orientational information, both short range and long range, which is dependent on the inter-nuclear vector orientation relative to the external magnetic field. They are complementary to the NOE, since the NOE only provides distance information for two nuclei and does not provide any information on how they might be related to another pair of nuclei that are distant in the molecule. In contrast, dipolar couplings are defined in terms of a three-axis reference alignment frame that provides orientational information on each internuclear vector (Figure 1.9) and consequently this information does not depend on the translational distance between two dipole vectors (32, 33).

The magnitude of a static dipolar coupling interaction between two atoms A and B is given by:

$$D_{AB} = -\frac{\mu_0 \gamma_A \gamma_B h}{(2\pi)^3} \left\{ \frac{3\cos^2 \theta - 1}{2} \right\}$$

where $\mu_0$ is the permittivity of free space, $\gamma$ is the gyromagnetic ratio, $h$ is Planck’s constant, $\theta$ is the angle between the magnetic field and the internuclear vector and $r$ is the distance between interacting spins. If the dipolar coupling is measured between directly bonded nuclei (e.g. $^1$H-$^{15}$N) the distance between the two interacting spins is set to a fixed value (34), and $\theta$ becomes the primary variable. However, the angle brackets indicate that the angular component of the measurement is averaged over the ensemble, leading to an
average dipolar coupling of zero for an isotropic distribution of vectors (32, 35, 36). For this reason in the solution phase it is necessary to include anisotropic elements (e.g. stretched polyacrylamide gels, liquid crystalline media, etc.) in the sample (37-39) to induce a small degree of alignment in the solute molecules such that this term will not average to zero. These residual dipolar contributions add to through-bond (J) couplings and hence $D_{AB}$ can be measured as the difference in couplings obtained under isotropic conditions (J) and anisotropic conditions (J+D) (Figure 1.10).
A set of residual dipolar couplings (RDCs) can be obtained for each residue in a protein and can be used as NMR restraints to improve the quality of structures determined by NMR (40-43). During this process it is more practical to cast the dipolar coupling interaction in the frame of an alignment tensor according to:

\[
D_{AB} = A_{aAB}^A[(3\cos^2 \theta - 1) + \frac{3}{2}R(\sin^2 \theta \cos 2\phi)] \quad [3]
\]

where \( A_{aAB} \) and \( R \) are the axial and rhombic components respectively, of the alignment tensor, \( S \) is an order parameter, \( \gamma \) is the gyromagnetic ratio of the nuclei, \( r_{AB} \) is the time averaged internuclear distance, and \( \theta \) and \( \phi \) are the polar angles describing the orientation of the internuclear vector with respect to the alignment tensor axes (Figure 1.9). When the alignment tensor parameters are known this equation can be used to calculate a theoretical set of dipolar couplings for a given structure which can then be compared to experimental values to help assess the accuracy of the structure.

Although RDCs have helped reduce the reliance on NOEs in structure determination of proteins (40, 44-46) there is degeneracy in the solutions that can be obtained with RDCs that can reduce their utility in protein structure determination. Specifically, there are eight possible orientations for the alignment tensor that are consistent with the measured values since the angular terms in Equation 2 allow an inversion of \( \theta, \phi \) with respect to any of the axes of the molecular alignment tensor to result in the same RDC value. Measuring RDCs in a second alignment medium that imposes a different alignment tensor from the first can reduce this degeneracy (47). However, this is not always
necessary because, in some cases, only one of the possible orientations is consistent with NOE or other structural data.

![Diagram of ISOTROPIC and ANISOTROPIC biomolecules](image)

**Figure 1.10 – Schematic representation of how an RDC is obtained and measured by solution NMR.** In isotropic solution, all bond vector orientations are randomly oriented and $(3\cos^2 \theta - 1)$ averages to zero. The coupled 1D spectrum of a directly bonded pair of spins (e.g. $^1$H-$^{15}$N) would be split into two peaks separated by the J-couplings. In anisotropic conditions the bond vectors orient themselves in a preferred direction relative to the magnetic field. In this case, the angular term will not average to zero and the peak splitting will include the dipolar coupling as well as the J-coupling interaction. Subtraction of the two peak splittings will give the numerical value for the dipolar coupling.
1.3 Structure calculations via simulated annealing

Once all the experimental restraints have been acquired they can be used as input in a simulated annealing protocol for structure determination. The ultimate goal of structure calculation algorithms is to optimize agreement between an atomic model and the observed data as well as \textit{a priori} chemical information (\textit{e.g.} bond lengths, bond angles, and non-bonded interactions) (48). Most algorithms used for structure calculation aim to find the global minimum of an energy function $E_{\text{target}}$:

$$E_{\text{target}} = E_{\text{chem}} + E_{\text{nmr}} \quad [5]$$

where

$$E_{\text{chem}} = E_{\text{bonds}} + E_{\text{angles}} + E_{\text{non-bonded}} \quad [6]$$

and

$$E_{\text{nmr}} = E_{\text{NOE}} + E_{\text{dihedral}} + E_{\text{RDC}} \quad [7]$$

$E_{\text{chem}}$ contains energy terms for covalent bonds, bond angles, and non-bonded repulsion, which include the electrostatic repulsion and van der Waals interactions, while $E_{\text{nmr}}$ is comprised of energy terms describing the experimentally determined structural restraints. For experimental restraints these energy terms are usually described by a flat-bottomed parabolic function (Figure 1.11) where a range of values are accepted without penalty. Specifically, distance, angle, and orientational data are provided with a lower (L) and upper (U) limit that reflects the fact that they cannot be precisely determined from NMR experiments. If a structure is determined such that the calculated value for this restraint is outside of this range, then the energy of the system increases exponentially. The shape of these energy functions are typically set so that NOE violations over 0.5 Å, dihedral angle violations over 5°, and RDC violations over 0.5 Hz are usually not tolerated.
E_{\text{restraint}}=k(r-r_{\text{rest}})^2

E_{\text{restraint}} =
\begin{align*}
(r - L)^2 & \text{ if } r < L \\
0 & \text{ if } L < r < U \\
(U - L)^2 & \text{ if } r > U
\end{align*}

Figure 1.11 – Schematic representation of the flat-bottom potential energy well used in structure calculations. A pseudo-potential energy function is used for NMR-derived structural restraints ($r_{\text{rest}}$ in this example) so that a penalty is incurred when the value of this parameter in the model ($r$) does not agree with the experimentally determined value. Usually a range of values is accepted ($L<r<U$ in this example) where the pseudo-energy term would be zero. Any conformation that gives rise to a value of $r$ that is less than $L$ or greater than $U$ would add energy to the system. The force constant ($k$) must not be too large or physically unreasonable structures that deviate from ideal geometry could result.

During the process of structure determination, an extended polypeptide chain is typically used as a starting structure, and the atomic positions are adjusted until the energy of the system reaches a minimum. During this process the conformation of the polypeptide chain is adjusted using molecular dynamics (MD) simulations where the acceleration of atoms is determined by Newton’s equation and the velocity from Maxwell’s distribution for a given temperature. However, the large number of variables that contribute to the total energy of the system gives rise to the so-called ‘multiple minima problem’ where the target function contains many local energy minima in addition to the global minimum (Figure 1.12). For this reason, simulated annealing (SA) approaches are typically used, allowing a
larger range of conformational space to be sampled (49-51). This method simulates the heating of the system so that there is enough energy to overcome these energy barriers and the system allowed to evolve according to the potential energy function defined by the empirical and \textit{a priori} energy terms. The temperature of the system is then lowered in a number of steps (usually \(~3000\)) and MD used to find the energy minimum at each temperature step. The result of this procedure should be a structure that represents the global energy minimum of the system. This overall procedure is repeated a number of times (usually \(~100\)) and the 10 lowest energy structures are taken to represent the ensemble of NMR structures.

Once the lowest energy structures (\(~10\) structures) are obtained from the simulation, a variety of statistical analyses are performed to evaluate the structural quality. The most common calculation is of the root mean square deviation of the ensemble (precision) or to a previously determined structure (accuracy). Typically, high quality structures have a large number of restraints (>20 NOEs per residue and two backbone dihedral angles per residue), small deviations from ideal geometry (< 1Å accuracy) and good agreement with restraints (no violations).
Figure 1.12 – Schematic representation of simulated annealing. A biomolecule (shown as the blue dot) starts in a high energy conformation (e.g. an unfolded extended state) and high temperature. Molecular dynamics is carried out as the temperature is reduced, allowing the conformation to access lower energy configurations. Although the biomolecule may sample shallow energy wells (local energy minima) during this process, the temperature is high enough to overcome small barriers such that it can reach the global minimum.

1.4 Relaxation and NMR Spectral Quality

Successful determination of protein structures using solution NMR hinges on the ability to acquire high quality spectra. This is a function of sample sensitivity and resolution where intense, well-separated, narrow peaks would comprise the ideal spectrum. Among all the different factors that affect spectral quality, the size of the molecule being analyzed is one of the most important since it is related to transverse (T₂) relaxation, a factor that is inversely proportional to peak width. Faster transverse relaxation leads to rapid decay of the NMR signal, decreasing sensitivity and resolution. The transverse relaxation time is determined by the spectral density function $J(\omega)$ at specific frequencies since:
where $\gamma$ is gyromagnetic ratio, $\hbar$ is Planck’s constant, $r$ is the distance between the spins. The spectral density function describes the power available within a molecular system to induce transitions depending on the overall motion of the macromolecule as a whole and can be described by:

$$J(\omega) = \frac{2}{5} \frac{S^2 \tau_c}{1 + (\omega \tau_c^2)}$$

[9] where $S$ is the order parameter which measures the degree of intramolecular motion, and $\tau_c$ is the rotational correlation time of the molecule. For a spherical molecule, $\tau_c$ can be approximated using the Debye equation (11).

$$\tau_c = \frac{4\pi r_H^2}{3k_BT}$$

[9] where $V$ is the volume of the molecule, $\eta$ is the viscosity of the medium, $k_B$ is the Boltzmann constant, $T$ is the temperature, and $r_H$ is the hydrodynamic radius of the protein. According to this relationship, larger molecules will have longer rotational correlation times, which reflects the fact that they tumble more slowly in solution. According to Equation 9, a larger proportion of this population of slowly tumbling molecules will oscillate at transition-inducing frequencies, specifically those at and close to zero corresponding to large values of $J(0)$. Since $T_2$ is inversely proportional to $J(0)$, larger molecules will have a shorter $T_2$, and therefore a faster loss of a signal and broader line width. This rapid transverse relaxation will reduce both signal intensity and resolution and may lead to signal overlap in the NMR spectrum.
Rapid transverse relaxation is a particular issue for solution NMR studies of membrane proteins, since detergent must be used to maintain the hydrophobic protein in solution. The result is a membrane protein-detergent micelle complex, usually of high molecular mass with long correlation times. There have been studies that use a mixture of organic solvents to study membrane protein structures (10, 52), but these solvents are generally poor at preserving tertiary structure in membrane proteins. Any stable secondary structure obtained in this environment cannot be assumed to reflect native-like structure since these solvents are generally poor mimics of the lipid bilayer environment (53). The detergent micelle is a better mimic for the lipid bilayer since it has both a hydrophilic and hydrophobic domain that is capable of preserving the active form of a membrane protein. However, the added mass of the detergent micelle to the membrane protein presents a challenge due to extensive line broadening, making it much harder to measure and assign these resonances (Figure 1.13).

Figure 1.13 – Schematic diagram representing the impact of protein size in a solution NMR study. Smaller protein-detergent micelle complexes (<20kDa) have more rapid rotational correlation times in solution that leads to longer $T_2$ relaxation times which produces a longer-lived free induction decay (FID). Fourier tranformation of the FID produces a frequency-domain spectrum with relatively narrow peaks. Larger complexes tumble more slowly, giving rise to longer rotational correlation times, ultimately leading to extensive line broadening in the NMR spectrum.
1.5 Progress to date in solution NMR of membrane proteins

In spite of the difficulties associated with solution NMR of membrane proteins, tremendous progress has been made in the past few years, enabling NMR-based structure determination of several β-barrel membrane proteins as well as α-helical membrane proteins (Figure 1.14). Development of transverse relaxation optimized NMR methods (TROSY) allowed structures of several small β-barrel proteins (OmpA, OmpX, and PagP) to be determined under micellar conditions in which the aggregate molecular weights were in the range of 50-60 kDa (13-15, 17, 18). For example, the structure of OmpA in DPC micelles could be determined from only 91 NOE restraints (49 $^1$H$_N$-$^1$H$_N$ and 42 $^1$H$_N$-$^1$H$_{\alpha}$ obtained from a 3D HN-NOESY-TROSY spectrum) and 142 dihedral angle restraints from secondary shift calculations, giving rise to an ensemble with backbone rmsd 1.19±0.29 over 82 residues (14). Improvements to this structure were also made through measurement of RDCs in micelle samples aligned in strained polyacrylamide gels (19).
Figure 1.14 – Ribbon representation of all polytopic membrane proteins solved by solution NMR to date. Two of the α-helical membrane proteins: F1F0 subunit and the glycine receptor (GlyR) were determined in organic solvents instead of detergent micelles. All other proteins were solved under detergent micelle conditions (SDS, dodecylphosphocholine or β-octyl glucoside). PDB accession codes are indicated below each structure.

Although solution NMR has made impressive gains in the study of β-barrel types of membrane proteins, it is unlikely that such sparse NOE datasets would allow global folds to be determined to a similar degree of resolution for α-helical membrane proteins. This class of membrane proteins often tends to exhibit narrower chemical shift dispersions since the
transmembrane sections of these proteins consist of predominantly of hydrophobic amino acids and very few charged amino acids. In addition, amide-amide NOEs are a rich source of long range distance information for β-barrel proteins, but occur very rarely between helices in polytopic helical membrane proteins. Hence, unlike the case for β-barrel proteins, side chain protons from polytopic α-helical proteins must also be assigned in order to obtain long-range information required to define the tertiary fold. This is a particularly challenging task for larger proteins due to the poor NMR spectral quality and large number of resonances to assign.

To date, most of the solved structures of α-helical membrane proteins are monotopic and hence their biological relevance has been limited. To truly understand the function and mechanism of biological process that occur in the membrane at a molecular level of detail, more polytopic α-helical membrane protein structures must be determined. There are only four α-helical membrane proteins solved by solution NMR that provide insight into inter-helical interactions (Figure 1.14), two of which were determined in the more native-like micelle environment (54, 55). However, larger single-chain polytopic α-helical membrane protein structures have yet to be determined by solution NMR. Given the large anticipated size of the detergent-protein complex, it is clear that additional strategies that can address the problems associated with the large size must be employed to make progress in this field. One of the approaches that have been used for the study of large water soluble proteins that may be useful in this application is selective protonation of deuterated proteins.
1.6 Protein deuteration and methyl protonation

The added mass of detergent (e.g. SDS 18kDa, DPC 25-28kDa, LPPC 92kDa) (116) in protein-detergent complexes means that smaller membrane proteins behave like large molecules, such that rapid relaxation becomes a major obstacle. Fully protonated proteins suffer from efficient $^1$H-$^1$H and heteronuclear $^1$H -X ($X = ^{15}$N and $^{13}$C) dipolar spin relaxation pathways. This leads to decreased magnetization transfer efficiency resulting in a loss of both sensitivity and resolution that can be quite serious for proteins with high molecular weights (56). However, replacing these protons with deuterons can eliminate many of the relaxation pathways due to the 6.7-fold lower gyromagnetic ratio of $^2$H relative to $^1$H. Therefore, complete, or even partial proton replacement leads to significant reduction of transverse relaxation rates. For $^{13}$C atoms that have directly attached protons, deuteration removes the strong dipolar interaction of the attached proton. For example, estimates of dipolar-dipolar and CSA relaxation rates for amide protons in proteins with deuteration of the Cα carbon results a tenfold decrease in transverse relaxation rates can be acheived for proteins with long correlation times (57). Deuteration therefore dramatically enhances signal-to-noise ratios in protein NMR spectra by increasing $T_2$ for $^{13}$C and $^1$H, thereby narrowing the peaks in the NMR spectrum.

The application of deuteration to protein NMR was first demonstrated by Crespi and Jardetsky who used selective deuteration to reduce the complexity of one-dimensional (1D) $^1$H spectra (58, 59). Since these experiments, random incorporation of $^2$H into non-exchangeable sites has been used to obtain well-defined NMR structures for proteins as large as 30 kDa (57). However, there is a trade-off for NMR experiments that involve aliphatic protons, since an increasing percentage of deuteration will improve relaxation
rates, but will also reduce the number of protons being used for signal observation (60, 61). These competing effects can hinder assignment of side-chain resonances as well as the ability to detect NOEs. In the extreme case, where all non-exchangeable sites are deuterated, NOE observations are limited to $^{1}H_{N-1}H_{N}$ NOEs. The sparse proton density in these samples leads to relatively few long-range NOEs and, as a consequence, to poorly resolved structures (62).

With this problem in mind, Rosen et al. (63) developed a protocol for the production of $^{15}$N, $^{13}$C, $^{2}$H labeled proteins with protonation of the methyl groups of alanine, valine, leucine, and isoleucine ($\gamma$2 only). These are attractive targets for selective protonation as methyl groups since they are enriched in protein hydrophobic cores (64). In addition, protonation of the methyl groups give reasonably well resolved $^{13}$C-$^{1}$H correlations due to the rapid rotation about the methyl symmetry axis (65). A more cost-effective method was subsequently developed that allowed for the protonation of leucine, valine and isoleucine (only $\delta$1) groups (66). This method reintroduces protons in a perdeuterated protein by growing E. coli that is expressing the protein of interest in D$_{2}$O minimal media with selectively labeled $\alpha$-ketoisovalerate and $\alpha$-ketobutyrate provided as a supplement to $^{13}$C, $^{2}$H-glucose, and $^{15}$NH$_{4}$Cl (66) (Figure 1.15). High levels of protonation are obtained for these methyl groups such that the isotopomers $^{13}$CH$_{2}$D and $^{13}$CHD$_{2}$ are not produced, preventing the appearance of extraneous peaks in the NMR spectrum (63).
Figure 1.15 – Chemical structures of metabolites involved in selective methyl isotope labeling strategies. Selectively methyl-protonated metabolites on the left are used to supplement E.coli minimal media made with D$_2$O and $^{13}$C, $^2$H-glucose to give rise to proteins containing the selectively protonated amino acids on the right.

This selective methyl protonation labeling strategy was successfully employed in the structure determination of the β-barrel membrane protein OmpX (18). A large number of additional NOEs relative to the perdeuterated sample (526 vs. 107) were derived and assigned from their NMR spectra. The additional methyl NOE-derived distance restraints improved the backbone rmsd from 3.11 to 1.42 Å. In addition, this labeling strategy has been incorporated to determine the structures of large α-helical water-soluble proteins by solution NMR (63, 67-69). However, it was found that this class of water-soluble protein
was the most challenging to accurately define using this labeling approach, with backbone
rmsds of >5 Å sometimes being obtained (63, 69). Since this type of fold is most similar
to that of the polytopic helical membrane protein, these results suggest that a similar quality
of structure would result if this strategy was applied to helical membrane proteins.
However, these membrane proteins have a higher proportion of these hydrophobic amino
acids relative to water soluble proteins (70) raising the possibility that a higher degree of
accuracy may be accessible for these proteins. In addition, the anisotropy of the lipid
bilayer environment makes it less likely for helices to end in the interior of the lipid bilayer,
potentially leading to simpler folds that can be more accurately determined. However, no
study has yet been undertaken to assess the utility of this approach for helical membrane
protein structures. Considering the expense associated with the production of these types of
methyl protonated samples it would be particularly useful to have some theoretical measure
of the range of accuracies that can be obtained in this case.

1.7 Thesis Objectives

The primary objective of this thesis is to evaluate the utility of the selective methyl
labeling strategy for structure determination of α-helical membrane proteins by solution
NMR. For this purpose I explored a range of structure calculation strategies using
simulated NMR data from membrane proteins of known structure. In Chapter 3, I present
results for a set of membrane proteins that mainly consist of pairs or bundles of
hydrophobic α-helices. I analyzed the impact of intra- and inter-helical NOEs on structure
quality for samples specifically labeled with protons only at the methyl and amide positions
as described above. In addition, I also explored the role of dihedral angles and residual
dipolar couplings in an effort to find general trends to improve the accuracy of polytopic \(\alpha\)-
helical membrane proteins. Based on the results of these calculations I have developed a
set of recommendations to consider for future structure determinations of polytopic \(\alpha\)-
helical membrane of unknown structures.
Chapter 2

MATERIALS AND METHODS

2.1 Membrane protein dataset

Five different known membrane protein structures were used to generate simulated NMR structural data sets: the dimeric transmembrane domain of human glycophorin A (GpA) (55); the second and third transmembrane helices of human glycine receptor (GlyR) (71); the glycerol-conducting facilitator channel from E.coli (GlpF) (72); the light-driven chloride pump halorhodopsin (Halor) (73) and the mitochondrial ADP/ATP carrier (AMC) (74). For the NMR structures GpA and GlyR, an ensemble of 20 structures were obtained from the Protein Data Bank. The first model from each ensemble was chosen as the representative structural model for this study. All X-ray structures chosen for this study had all protons added into the structure using Molmol (75).

2.2 Generation of restraints: NOEs, Dihedral Angles, RDCs

NOE restraints were simulated for H^N-H^N, H^N-CH3, and CH3-CH3 pairs in α-helical regions for each membrane protein structure. Following typical observable distances from NOESY experiments (76) only H^N-H^N distances less than 5.0Å and H^N-CH3, and CH3-CH3 distances less than 6.0Å were taken as NOE restraints. In order to simulate the selective methyl labeling strategy as described in Chapter 1 (66), distances involving Val, Leu, and
Ile (δ1 only) methyl protons were measured to their pseudo-atoms (for nomenclature see (77)). Distance restraints were categorized as strong (1.8-3.0 Å), medium (3.0-4.0 Å), and weak (4.0-5.0 Å or 6.0 Å for methyl protons) and then each bin was set to a target value with upper and lower limits, following a similar study for soluble proteins (62). Specifically distance restraints of 1.8 - 4.0 Å, 2.8 - 5.2 Å, and 3.2 - 6.7 Å for strong, medium and weak bins were used. Only inter-residue NOE restraints were included and the list was generated following the format required by the structure calculation protein CNS with default energy constants (78).

Backbone dihedral restraints for α-helices were used in all the simulations with canonical helix values of \( \phi = -57^\circ \) and \( \psi = -47^\circ \), similar to values used in previous studies (62, 79-81). \((\phi, \psi)\) dihedral angle ranges of either \(+/-2.5^\circ, +/-5.0^\circ\) for strong restraints or \(+/-20^\circ, +/-30^\circ\) for medium strength restraints were used, along with the default energy constant for CNS (78).

The set of \(^1\text{H}-^{15}\text{N}\) RDCs were generated only for α-helical regions by using Equation 3 as described previously (33, 82) with alignment tensor parameters obtained for each structure from PALES (83) using a simulated bicelle concentration of 0.05%. All program scripts used to create NMR restraint lists are given in the Appendix.
Using the simulated data for each membrane protein, structures were calculated using a torsion-angle molecular dynamics simulated annealing protocol implemented in the program CNS v1.1 (51) on a Dell workstation with an Intel Pentium IV processor containing 1 GB of memory and a 1.2 GHz clock speed. All calculations were performed starting from extended structures and using slow cooling temperatures, variable molecular time steps, and variable cooling steps as summarized in Table 2.2. In most cases default CNS parameters were employed, but were adjusted for larger proteins to ensure that convergence was obtained. An example of a typical input script used for this series of structure calculations is given in the Appendix.

### Table 2.1 - Summary of membrane protein structures used in simulations

<table>
<thead>
<tr>
<th>Protein</th>
<th>Type of structure</th>
<th># of TM segments</th>
<th># of helical residues</th>
<th>Max no. of NOEs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Intra-helical</td>
</tr>
<tr>
<td>GpA</td>
<td>NMR</td>
<td>1 (dimer)</td>
<td>54</td>
<td>140</td>
</tr>
<tr>
<td>GlyR</td>
<td>NMR</td>
<td>2</td>
<td>47</td>
<td>199</td>
</tr>
<tr>
<td>AMC</td>
<td>X-ray (2.2Å)</td>
<td>6</td>
<td>168</td>
<td>641</td>
</tr>
<tr>
<td>Halor</td>
<td>X-ray (1.8Å)</td>
<td>7</td>
<td>188</td>
<td>758</td>
</tr>
<tr>
<td>GlpF</td>
<td>X-ray (2.2Å)</td>
<td>8</td>
<td>181</td>
<td>638</td>
</tr>
</tbody>
</table>

#### 2.3 Structure calculations
2.4 Evaluation of structure quality

From the torsion angle SA protocol, 100 structures were generated and the 10 lowest energy structures were used to form an ensemble (as chosen by the accept.inp script from the CNS website). To evaluate the accuracy of structures that were generated, the ensemble was superimposed onto the target structure that was used to generate the set of structural restraints in the program MOLMOL (75). The root mean squared difference (rmsd) between each member of the ensemble and the target structure was calculated for backbone atoms in the helical parts of the protein. The average rmsd was taken as a measure of the accuracy of the ensemble, while the standard deviation in the rmsd is a measure of the variability in the accuracy. The precision of the ensemble was also determined for backbone helical atoms as the average rmsd from the 10 lowest energy structures. In general, higher quality structures have small deviations from ideal geometry, good agreement with their restraints (no violations), and a low overall ensemble energy.
The one-way analysis of variance (ANOVA) test was used to evaluate whether the
differences in rmsds obtained from different simulations were significant (84). The
ANOVA test evaluates the aggregate differences and the random variability between the
groups of data. In order for the data sets to be significant, the aggregate differences must
be larger than the random variability between the groups resulting in a high f-value. F-
Values of <0.05 (<0.01) indicate that there is a >95% (>99%) probability that the difference
is significant.
Chapter 3

RESULTS

3.1 Choice of membrane protein dataset

In order to examine the quality of α-helical structures that can be obtained from the selective methyl labeling strategy, we first must choose representative structures of polytopic α-helical membrane proteins that can be used to generate simulated NMR restraints. In the PDB, there are approximately ~120 3D polytopic membrane proteins structures available at the time our study was initiated (9). However, only 66 of these structures were comprised of α-helical transmembrane segments. Also, many of these are homologues, and hence the total number of non-homologous α-helical membrane proteins was 23. From this set, any protein that had more than 300 residues was also removed since structure determination of larger membrane proteins may be too challenging to attempt using this strategy. Twenty proteins were removed according to this criteria, leaving 3 non-homologous polytopic α-helical membrane proteins; namely the 1.8 Å structure of the 7 TM segment halorhodopsin (PDB code: 1E12) (73), the 2.2 Å structure of the 6 TM helix glycerol facilitator (PDB code: 1FX8) (72), and the 2.2 Å structure of the 6 TM helix adenine nucleotide carrier (PDB code: 1OKC) (74).

Given the limited number of unique polytopic α-helical membrane protein structures that was available for this analysis, we extended the range to include two simpler
systems that had been determined by solution NMR. These included the structure of a well characterized single-spanning homodimer called glycophorin A (PDB code: 1AFO) determined in dodecyl phosphocholine (DPC) micelles, (55) and a two TM segment fragment of the human glycine receptor (PDB code: 1VRY) determined in trifluoroethanol (TFE) since it provided a single polypeptide similar in size to the GpA dimer. Overall, the database used for our study included four polytopic α-helical membrane proteins with one monotopic α-helical membrane protein that forms a dimer under micellar conditions (Figure 3.1).
Figure 3.1 – Ribbon diagrams showing the five α-helical membrane proteins used in this study. Three of the membrane proteins (Halor, GlpF, and AMC) were solved by x-ray crystallography with resolution 2.2 Å or higher. The other two membrane proteins, GpA and GlyR, were solved by solution NMR in DPC micelles and TFE-d2 solvent respectively.
3.2 Investigation of the selective methyl protonation strategy for \( \alpha \)-helical membrane protein structure determination

One factor we found to be important for these structure calculations was the number of cooling steps used during the MD simulations. Previous studies have shown that the protein size influences the ability of the system to reach convergence, with larger proteins requiring more cooling steps (85). This was shown to be especially important for situations when an extensive set of NOEs are unavailable, as is the case when selectively methyl protonated samples are used. Slower cooling allows more time for thermal equilibration and minimizes the risk that the structure will become trapped in local energy minima (85). In this case the quality of structures can be improved by simply increasing the number of cooling steps, a strategy that provides more efficient improvements than previous suggestions that more structures be calculated instead (48). For this reason, for proteins GlpF, Halor, and AMC the number of cooling steps was increased to ensure that the system was reaching convergence. As shown in Figure 3.2, the accuracy of GlpF increased with the number of cooling steps, with a plateau occurring at 55000 steps. Therefore for all subsequent calculations for these proteins the 55000 cooling steps was used. A similar protocol was also performed to optimize the molecular time steps during the simulation. It was found that GlpF, Halor, and AMC structure calculations required a shorter time step, and hence a 0.005ps time step was used for these proteins.
Figure 3.2 – Chart showing the accuracy of GlpF structure calculated with different number of cooling steps. Each simulation was calculated with 3.4 intra-helical NOEs, 145 inter-helical NOEs and a complete set of backbone dihedral angle restraints.

In order to evaluate the utility of this strategy for polytopic α-helical membrane protein structure determination, a simulated set of H^{N}-H^{N}, methyl-H^{N}, and methyl-methyl distance restraints were generated for each protein in our data set. In each case a ‘full’ NOE restraint list was created for the best-case scenario that would arise if it were possible to observe and assign NOEs for all proton pairs that are within 5Å of each other. As shown in Table 2.1, the majority of these simulated NOEs were short-range intra-helical restraints, as would be expected due to the relatively high density of amide protons in the α-helical backbone. Approximately 4 NOEs/helical residue were present, except for the structure of GlyR, which only had 2.5 NOEs/helical residue. Conversely, relatively few simulated
NOEs were obtained between helices with 0.2 (GpA) - 1 (Halor) interhelical NOE per residue being available. Since the number of interhelical NOEs that can be measured for these selectively methyl protonated samples is not constant, it is already apparent that significant differences in structure quality can be anticipated for these different membrane proteins.

3.2.1 Evaluation of intra-helical NOE influence on structure quality

Since intrahelical NOEs only provide local information that mainly affects the quality of secondary structure elements (86, 87) we wanted to evaluate the impact of these restraints on the global structure in the best case scenario where all potential interhelical NOEs are available (88). For this purpose we performed a series of structure calculations using decreasing numbers of intra-helical NOEs while keeping the number of inter-helical NOE restraints constant. Since backbone secondary shifts can be used to identify secondary structure elements with a high degree of accuracy, dihedral angle restraints for the TM helices were also included in the same way as is routinely done for structure calculations of water-soluble proteins (62). For each simulated dataset, 100 structures were calculated in CNS using standard simulated annealing protocols and the 10 lowest energy structures were compared to the target structure that had originally been used to generate the dataset. The root mean squared difference (rmsd) between each member of the ensemble and the target structure was averaged over the ensemble and used as a measure of accuracy for each simulated structure determination. According to this measure the lower the average rmsd, the higher the accuracy of the structure determination.
As shown in Figure 3.3 a wide range of accuracies was obtained from these simulations, depending on the protein under investigation. The best accuracies were obtained for GpA and Halor with rmsds to the target structure of 2 and 3 Å respectively. Meanwhile, lower accuracies were achieved for GlyR, GlpF and AMC with rmsds of 4 to 6 Å. Given the different sizes of proteins that yield these lower accuracy structures (2 - 7 TM segment proteins), it appears that the quality of structures obtained using this labeling method is not correlated with the size of the protein, in line with previous observations with water-soluble proteins (62).

In order to evaluate the impact that intra-helical NOEs have on the accuracy of these structures these calculations were repeated with the same set of restraints with a decreasing number of intra-helical NOEs. As shown in Figure 3.3 the accuracy values did not show a significant change, indicating that the ensemble of structures that are generated even with an extremely limited set of intra-helical NOEs per residue are just as accurate as structures calculated with the full set of intra-helical NOEs. In addition, the variability in the accuracy values over the ensemble (shown as the error bars) did not show any significant changes when calculated using a full or limited set of intra-helical NOEs.
Figure 3.3 – Impact of intra-helical NOEs on accuracy of structures determination of selectively methyl protonated α-helical membrane proteins. The average accuracy is shown as the rmsd difference from the target structure that was originally used to generate the simulated set of NOEs. For each membrane protein all structure calculations were done using the same number of inter-helical NOEs and a decreasing number of intra-helical NOEs. Lines connect points in each series of calculations to guide the eye. Error bars determined by the standard deviation in the rmsd values represent the variability of the accuracy values for each calculation.

3.2.2 Evaluation of the influence of inter-helical NOEs on structure quality

In contrast with intra-helical NOEs, inter-helical NOEs are exclusively long-range restraints, and hence they should have a significant influence on structure quality. Therefore, for each protein a series of simulated datasets was constructed with a decreasing number of inter-helical NOEs and a constant number of intra-helical NOEs. Simulated structure calculations were then performed exactly as described for the previous set of
experiments and the average accuracy determined for each ensemble. As shown in Figure 3.4, for all proteins except GlyR, decreasing the number of inter-helical NOEs decreased the accuracy of the resulting structures. In the case of GlyR there were very few inter-helical NOEs to begin with and so this may have already been too small a number of long-range restraints to allow much difference in structure quality to be observed. However, for all other samples a 50% or greater reduction in the number of inter-helical NOEs led to an approximate 1-2 Å increase in rmsd from the target structure. In addition, this trend was conserved regardless of the number of intra-helical NOEs used, indicating that the number of long-range restraints was a dominant factor in determining structure quality, as expected.
Figure 3.4 – Impact of the inter-helical NOEs on structure determination of α-helical membrane proteins. Each graph shows the accuracy as the rmsd from the target structure as a function of the number of intra-helical NOEs per helical residue. Each line connects a series of simulations performed with the same number of interhelical NOEs and a different number of intrahelical NOEs. Note that the blue series is the series run with the ‘complete’ set of inter-helical NOEs that is summarized in Figure 3.2. Error bars show the standard deviation in accuracy values for each ensemble.
3.2.3 Structure determination without intra-helical NOEs

Given the apparent insensitivity of the structure quality to the number of intra-helical NOEs, we were interested to determine whether the removal of these restraints could produce structures with comparable accuracy values. For this purpose, a series of structure calculations was performed with the full set of inter-helical NOEs as done in the previous section except that intra-helical NOEs were no longer included in the simulated dataset. As shown in Figure 3.5, the accuracies of structures determined with no intra-helical NOEs (red bars) were indistinguishable from those determined with the maximum number of intra-helical NOEs (blue bars) (Figure 3.5). These results demonstrate that selectively methyl labeled membrane protein structures can be determined with equal accuracy using inter-helical and dihedral angle restraints alone, and that the additional information provided by intra-helical NOEs does not improve the structure.

To investigate how the accuracy would be affected with a smaller number of inter-helical restraints in the absence of intra-helical NOEs a series of calculations was done with a decreasing number of inter-helical NOEs (Figure 3.6). As anticipated, the trend for each protein showed a decrease in structure quality with decreasing numbers of inter-helical restraints. Interestingly, these differences only became significant for Halor, AMC and GlpF at levels of 0.4 - 0.6 interhelical restraints per residue, while GpA did not show significant differences in structure quality until 0.1 inter-helical restraints/residue were used. GlyR did not show a significant difference when a smaller number of NOEs was used, indicating that other factors, in addition to number of inter-helical restraints, could affect the quality of the structures being obtained.
Figure 3.5 – Average rmsd from target structure for ensembles determined either with (blue bars) or without (red bars) intra-helical NOEs (red bar) for the indicated membrane protein. The maximum possible number of inter-helical NOEs was used for all calculations.
Figure 3.6 – The impact of inter-helical NOEs on structure quality in the absence of intra-helical NOEs. The average rmsd from the target structure is shown as a function of inter-helical NOEs for the indicated membrane protein. Each series was done with the maximum number of inter-helical NOEs (defined by the ‘complete’ dataset) and with randomly reduced NOE datasets. The asterisk (*) indicates accuracy values that are significantly worse than that obtained for the same protein with the complete set of inter-helical NOEs according to a one-way ANOVA test (p>0.01).
3.2.4 Inter-helical NOE distributions

Since the quality of structures that could be obtained was not straightforwardly related to the number of inter-helical NOEs, I was interested in evaluating the possibility that the distribution of inter-helical NOE restraints could explain the observed differences. As shown in Figure 3.7, except for GlyR, qualitative examination of all the proteins indicates that the distribution of inter-helical NOEs is relatively uniform. In the case of GlyR, the 9 inter-helical NOEs were concentrated in the central region of the interface between the two TM helices. This poor distribution of inter-helical restraints for GlyR would help account for the relatively low accuracy obtained for this small protein in our simulated calculations. The high redundancy of the structural information provided by these restraints also explains why the quality does not change when fewer inter-helical NOEs are used for the GlyR calculations. Hence these results indicate that the uniformity of the NOE distribution is more important than the numbers of NOEs for determining accurate structures.

The inter-helical NOE distribution may also explain the relatively low accuracies obtained for GlpF and AMC structures since some parts of the inter-helical interfaces did not have restraints to define them. For example, as shown in Figure 3.8 there are a number of regions in these two proteins that would not give rise to inter-helical NOE restraints in a selectively methyl protonated sample, corresponding to 13% and 15% of the helical regions of GlpF and AMC, respectively. In contrast, Halor has fewer of these restraint-poor regions, which only make up 9% of its transmembrane helices. GpA also has uniformly distributed inter-helical NOEs, which would account for the relatively high quality of structures that can be obtained for this protein.
Figure 3.7 – Ribbon representation of the target membrane protein structures showing the distribution of inter-helical NOEs (red or yellow tubes) for the selectively methyl protonated condition used to create the simulated NOE datasets. From top left to the bottom right for the identity of the proteins are: GpA, GlyR, Halor, GlpF and AMC.
Figure 3.8 – Transmembrane regions lacking inter-helical NOEs. The blue regions represent residues that do not have inter-helical NOE restraints within a 5 Å radius from its backbone amide proton.
In order to investigate the impact of non-uniform inter-helical NOE distributions on structure quality, a reduced inter-helical NOE restraint list was generated to simulate the effect of non-uniform NOE distributions for GpA and Halor. These new NOE lists were created by removing all inter-helical NOEs located within a 5.5 Å radius from a backbone amide in either an N-terminal, central, or C-terminal residue of a transmembrane helix (Figure 3.9). For the multi-spanning Halor this was done for all helices together so that NOEs were missing from either the cytoplasmic, central or extracellular side of the protein, Structure calculations identical to those described in the previous simulations were then performed and the quality of the resulting ensembles calculated as an rmsd from the target structure. As shown in Figure 3.10, removal of NOEs from the central region of the protein were well tolerated while removal NOEs from one side of the protein in most cases led to statistically significant differences in structure accuracy relative to an ensemble generated with a similar number of restraints with a uniform distribution. Although the low accuracy (rmsd: 5.60+/−0.39 Å) for the Halor structures obtained without the C-terminal NOEs might be attributed to the smaller number of inter-helical NOEs in that dataset, it is also significantly worse than the ensemble calculated with 75 uniformly distributed NOEs (rmsd: 4.44+/−0.41 Å). Similarly, GpA had only one inter-helical NOE in the C-terminal region which, when removed, gave rise to an ensemble with an rmsd of 5.48+/−2.72 Å from the target structure, a > 2 Å increase over that of the ensemble calculated with a uniform distribution of fewer NOEs. These results suggest that it is particularly important to obtain long-range restraints between the ends of transmembrane helices. In addition, the fact that the NOE-poor regions of AMC and GlpF are largely found at, or close to, the ends of transmembrane helices (Figure 3.8) suggests that this was likely an important factor that reduced the quality of the ensembles for these proteins. Although this was also true for
Halor, the fact the NOE-poor regions were concentrated in one area of the protein allowed the main part of the structure to be determined with reasonable accuracy.

Figure 3.9 – Non-uniform inter-helical NOE datasets used for in GpA (top) and Halor (bottom). Inter-helical NOEs were removed from either a) and d) the N-terminal, b) and e) the middle, or c) and f) the C-terminal regions. These non-uniform distributions of NOEs were made by removing all inter-helical NOEs that were within a 5.5 Å radius of a backbone amide proton of an N-terminal, C-terminal or central residue from the transmembrane helices.
Figure 3.10 – The impact of inter-helical NOE distribution for GpA and Halor structures. Each bar represents the average backbone accuracy of 10 lowest energy structures. The asterisk (*) indicates accuracy values that are significantly worse than that obtained for the same protein with the uniform set of inter-helical NOEs according to a one-way ANOVA test (p>0.01).
3.3 Exploring other possibilities to improve the quality of structures from methyl-protonated \( \alpha \)-helical membrane proteins

Although obtaining a uniform distribution and a large number of inter-helical NOEs seemed to improve the quality of membrane proteins, low accuracy ensembles (rmsds of \( \sim 5-6 \) Å) were obtained for GlpF and AMC even in the ideal case when the ‘full’ set of NOEs from the selectively methyl protonated sample was available. This limits the utility of this labeling strategy since a higher quality structure (\( \sim 2-3 \) Å accuracy) would provide more insight into its molecular structure. In addition, while the labeling strategy gives rise to more accurate structures when uniformly distributed inter-helical NOEs are available, in many cases only a non-uniform distribution of inter-helical NOEs can be obtained. For these reasons, we decided to investigate additional strategies that might improve the quality of these large \( \alpha \)-helical membrane protein structures and reduce the dependency on inter-helical NOEs uniformity.

3.3.1 Effect of dihedral angle restraints on structure quality

In all of the structure calculations performed so far in this work dihedral angle restraints were employed using a relatively conservative range of values as is typically done in routine structure calculations, with \( \phi \) and \( \psi \) being allowed to vary by 20 and 30 degrees about the canonical helical values respectively. This is done to account for the uncertainty associated with the dihedral angle assignment that comes from the secondary shift data used to identify secondary structure elements. However, in the case of membrane proteins
the strength of the secondary structure prediction can be augmented using hydropathy profiles (89) which are also used to identify transmembrane helices. Therefore it should be possible to introduce tighter dihedral angle boundaries once hydropathy profiles and secondary shift data have identified the parts of the membrane protein that form transmembrane segments. This should promote higher accuracy structures as has been demonstrated for the water soluble protein G IgG-binding domain III (PDB code: 2IGD) (80).

To test this strategy, the dihedral angle boundaries were reduced to 2.5° and 5.0° for \( \phi \) and \( \psi \) respectively. Structures were then calculated using the complete set of inter-helical NOEs and the accuracy of those ensembles were compared to those previously determined with the more loosely restrained dihedral angles. As shown in Figure 3.11, all the ensembles that were calculated with strong dihedral angle restraints showed a statistically significant improvement in the quality of structure, with the best improvement being for AMC and GlyR, which brought the accuracy rmsd down to 4.80 Å and 3.38 Å respectively. In the case of Halor and GlpF much smaller improvements were obtained, although the differences were still statistically significant. Overall these results indicate that more narrowly defined dihedral angle restraints could be employed as a general strategy to improve the accuracy of selective methyl protonated polytopic helical membrane protein structures.
Figure 3.11 – The impact of medium (left) and strong (right) dihedral angle restraints on structure determination of α-helical membrane proteins. Each bar represents the average accuracy of the ensemble calculated with the full list of inter-helical NOEs and a reduced list of intra-helical NOEs (~1.0 intraNOE/residue) as a function of dihedral angle restraint boundary where medium corresponds to a +/- 20° and +/- 30° range of accepted dihedral angles and strong to a +/- 2.5° and +/- 5° range for phi and psi respectively. Statistically significant differences between ensembles calculated with strong and medium strength dihedral angle restraints are with p>0.01 (*) or p>0.05 (+) are indicated.

3.3.2 $^{1}H^{15}N$ RDCs

Although strengthening the dihedral angle restraints improved the quality of the structures, we were interested to determine whether the quality can be improved further by other means. Specifically, residual dipolar couplings (RDCs) have the potential to add new sources of long-range information that can improve the quality of structures. For example,
structure refinement using $^1$H-$^{15}$N RDCs has been successfully demonstrated for detergent-solubilized membrane proteins such as the single-spanning $\alpha$-helical proteins Vpu (79) and Pf1 coat protein (90). The addition of $^{15}$N – $^{13}$CO and $^{13}$CO-$^{13}$C$\alpha$ RDCs has also been done to refine structures of the $\beta$-barrel OmpA (19), and the pentameric form of phospholamban (54). In addition, as they only require assignment of chemical shifts for backbone atoms, this data can be simpler to acquire relative to the long-range NOEs (19, 42, 91). These observations have led us to investigate the possibility of improving the quality of $\alpha$-helical membrane protein structures using $^1$H-$^{15}$N RDCs. Although other types of RDC can be measured in these samples, the $^1$H-$^{15}$N RDC is the most commonly used for structure refinement.

For this purpose a series of structure calculations was carried out exactly as described in the previous sections using the complete set of inter-helical NOEs except that $^1$H-$^{15}$N RDCs were added for the transmembrane helices. As shown in Figure 3.12, the backbone rmsd to target structures for ensembles determined with the simulated RDC data was not significantly different from those determined without RDCs. These results, in agreement with other results from previous studies (42, 92), suggest that the $^1$H-$^{15}$N RDCs might need to be complemented by the measurement of different types of RDCs (e.g. $^1$H$\alpha$-$^{13}$C$\alpha$) in order to exhibit a more significant effect on structure accuracy.
3.3.3 Deviations from ideal helicity as a contribution to structure inaccuracy

Although it appeared that structure accuracy was improved through the use of stronger dihedral angle restraints we were interested to determine whether the presence of non-ideal helix structures was a significant source of error in our structure determination. For this purpose we examined the amount of error arising from deviations from canonical helical values for two types of helices: ideal and kinked (Figure 3.13). A series of calculations was performed with either normal or strong dihedral angle restraints for a
sample of single helices taken from GpA, Halor, GlpF or GlyR and the accuracy of these secondary structure
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**Figure 3.13 – Schematic representation of the two types of helices that were studied in the single-helix calculations.**

elements evaluated. As shown from Table 3.1, the accuracy of the helix was generally better for ideal structures with rmsds of ~1 Å being obtained. However, when a kink was present the rmsd was significantly higher, with a range of 1.6 - 2.2 Å being observed. Nonetheless, the significant rmsd obtained for single helices in both cases indicates that a large part of the inaccuracies obtained for the structure
calculations of the full-length proteins can be attributed to inaccuracies in defining the secondary structure elements themselves. As shown in Table 3.2, the lower accuracy structures obtained for GlpF and AMC may have been caused by the lower percentage of canonical helical structure relative to that in more accurately determined structures such as Halor.

**Table 3.1** The backbone rmsd for single helix calculations

<table>
<thead>
<tr>
<th>Protein</th>
<th>Residues</th>
<th>Length of helix</th>
<th>w/o RDCs</th>
<th>with RDCs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Med D.A.</td>
<td>Strong D.A</td>
</tr>
<tr>
<td>GpA</td>
<td>72-98</td>
<td>27</td>
<td>1.15+/-0.20</td>
<td>0.75+/-0.10</td>
</tr>
<tr>
<td>GlyR</td>
<td>0-16</td>
<td>17</td>
<td>0.85+/-0.09</td>
<td>0.76+/-0.08</td>
</tr>
<tr>
<td></td>
<td>25-54</td>
<td>30</td>
<td>2.01+/-0.30</td>
<td>1.60+/-0.20</td>
</tr>
<tr>
<td>Halor</td>
<td>26-51</td>
<td>26</td>
<td>1.12+/-0.40</td>
<td>0.95+/-0.30</td>
</tr>
<tr>
<td></td>
<td>106-127</td>
<td>22</td>
<td>0.94+/-0.20</td>
<td>0.90+/-0.10</td>
</tr>
<tr>
<td></td>
<td>158-190</td>
<td>33</td>
<td>2.28+/-0.80</td>
<td>2.10+/-0.80</td>
</tr>
<tr>
<td></td>
<td>193-216</td>
<td>24</td>
<td>1.13+/-0.50</td>
<td>0.81+/-0.30</td>
</tr>
<tr>
<td></td>
<td>227-255</td>
<td>29</td>
<td>1.02+/-0.40</td>
<td>0.87+/-0.30</td>
</tr>
<tr>
<td>GlpF</td>
<td>7-34</td>
<td>28</td>
<td>1.58+/-0.50</td>
<td>1.25+/-0.40</td>
</tr>
<tr>
<td></td>
<td>41-63</td>
<td>23</td>
<td>1.65+/-0.40</td>
<td>1.23+/-0.10</td>
</tr>
<tr>
<td></td>
<td>69-78</td>
<td>10</td>
<td>0.55+/-0.10</td>
<td>0.36+/-0.03</td>
</tr>
<tr>
<td></td>
<td>83-108</td>
<td>26</td>
<td>1.00+/-0.30</td>
<td>0.70+/-0.10</td>
</tr>
<tr>
<td></td>
<td>145-167</td>
<td>23</td>
<td>0.82+/-0.30</td>
<td>0.48+/-0.06</td>
</tr>
</tbody>
</table>

* Bold rows are the kinked helices

**Note:** The bold rows are the kinked helices

**Table 3.2** Percentage of non-ideal helical residues in transmembrane helices

<table>
<thead>
<tr>
<th>Protein</th>
<th>% Non-ideal</th>
</tr>
</thead>
<tbody>
<tr>
<td>GpA</td>
<td>0</td>
</tr>
<tr>
<td>Halor</td>
<td>8.5</td>
</tr>
<tr>
<td>GlpF</td>
<td>16</td>
</tr>
<tr>
<td>GlyR</td>
<td>17</td>
</tr>
<tr>
<td>AMC</td>
<td>17</td>
</tr>
</tbody>
</table>

* Non-ideal helical residues correspond to residues with $\phi$ and $\psi$ angles that are outside -57° +/− 20° and -47° +/− 30° respectively.
Somewhat unexpectedly, when strong dihedral angles restraints were imposed the accuracy slightly improved for both ideal and kinked helices, with about a ~0.2 Å decrease in rmsd values typically being obtained. This provides additional support for the strategy of imposing strong dihedral angle restraints for helical transmembrane segments, and suggests that this strategy would not be detrimental even when the non-canonical helical structures are present.

We also tested the ability of $^1$H-$^{15}$N RDCs to improve the quality of the structures of the single helices, since it may be possible for kinked regions to be defined by this data. Although very small improvements were observed, they were generally smaller than those obtained with the application of strong dihedral angle restraints in the absence of RDCs. This is in line with the very small but statistically insignificant improvement in structure accuracies that were obtained for the full-length proteins.
Chapter 4

DISCUSSION

Given the large size of a detergent-protein complex that can be anticipated for polytopic helical membrane proteins, it will be necessary to use methods geared towards the spectroscopic properties of these types of samples. In this work we have focused on a selective labeling method widely applied to the study of large water-soluble proteins whereby otherwise perdeuterated proteins are protonated only at amide positions and at the methyl groups of Val, Leu, Ile residues (57, 63). Although this labeling method has allowed global folds to be determined for water-soluble proteins more than 50 kDa in size (43, 62, 67, 93), it has yet to be applied towards polytopic $\alpha$-helical membrane proteins. In addition, prior to this work the quality of membrane protein structures that can be obtained from this labeling strategy was not known and hence gaining insight into the utility of this approach was the purpose of our study.

4.1 Intra-helical NOEs versus dihedral angle restraints

Although it is generally accepted that a larger number of NOEs give better quality structures (67, 93, 94), this did not seem to generally apply for our sparse datasets since only inter-helical NOEs affected the accuracy of our structures, while intra-helical NOEs did not seem to be important. Based on our results it appears that helices can be well defined without any intra-helical NOEs, so long as helical regions can be identified by
other methods (i.e. secondary chemical shifts) such that dihedral angle restraints can be accurately imposed. This reflects the fact that the intra-helical NOEs were all short-range, with ~90% involving backbone amide protons. Of these, 30% were sequential (i, i+1), 30% were (i, i+2), and 15% were (i, i+3) NOEs. Although the inclusion of these NOEs in the structure calculation may reduce the range of potential secondary structures that can be adopted, they do not exclusively define an α-helical conformation. In fact, a variety of helix (i.e. 3_10) and turn structures are equally consistent with the same pattern of NOEs (95), making it impossible for an α-helix to be uniquely defined by these restraints.

In contrast with the selectively protonated samples, fully protonated helices give rise to a diverse sample of NOEs that help to define the α-helix, including \( ^1\text{H}^\alpha(i)-^1\text{H}^\beta(i+3), ^1\text{H}^\alpha(i)-^1\text{H}^N(i+4), ^1\text{H}^\alpha(i)-^1\text{H}^N(i+3), \) and sequential \( ^1\text{H}^\alpha-^1\text{H}^N \) NOEs. The \( ^1\text{H}^\alpha(i)-^1\text{H}^N(i+4) \) correlation is particularly important as it most uniquely defines an α-helical secondary structure (95). Since the selective methyl protonation strategy does not allow the observation of these NOEs, the unambiguous definition of an α-helical secondary structure cannot be achieved. This can partially explain why the inclusion of intra-helical NOEs from selectively methyl protonated samples in structure calculations did not improve the accuracy of the structure.

The structural ambiguity associated with the short-range amide-amide NOEs has the potential to be resolved by the NOEs involving protonated methyl groups, although these comprised a small part of the dataset for our test set of proteins. Intra-helical methyl-methyl NOEs were particularly sparse (<5% of the dataset), reflecting the fact that they can only occur when Ile, Val or Leu are on the same side of the helix, separated by no more than 4 residues in the primary sequence. This can give rise to an additional problem since, unlike
the amide-amide NOEs, the methyl-methyl NOEs are not uniformly distributed along the length of the helix. Consequently, in the sparsely defined case of the methyl-protonated protein, an asymmetric distribution of methyl-methyl NOEs about the helical axis could actually deform the helix during the structure calculation. For example, the helical structure could partially unwind on the side of the helix lacking methyl-methyl correlations, giving rise to a bent structure that could still be consistent with the available data. This would help to explain why inclusion of NOEs involving methyl protons did not appear to improve the accuracy of the helical secondary structure.

In light of these factors it is not surprising that dihedral angle restraints were particularly important in the simulations, to the point where dihedral angles alone were sufficient to define the helical structure. In addition, a statistically significant improvement in the accuracy was obtained when more narrowly defined dihedral angle boundaries were used, even though the actual structures used to generate the simulated restraint list had a significant proportion of dihedral angles outside this narrowly defined range. The difference between the actual and imposed dihedral angles does enforce a lower limit on the accuracy that can be obtained by this approach. As shown in Table 4.1 this limit (defined by the rmsd between a canonical \(\alpha\)-helix and the target helix) is realized in almost all cases when strong dihedral angle restraints are imposed for the structure calculations with the full-length proteins. Interestingly, the dihedral angle restraints alone were not capable of enforcing this structure in the absence of inter-helical NOEs from the other parts of the protein. In none of the samples examined did the accuracy become worse when more narrowly defined dihedral angle restraints were used, even when the helix was kinked or
non-α-helical (e.g. $3_{10}$ helices). This is a surprising result since the dihedral angles for kinks or non-alpha helical regions lie outside this narrow boundary.

### Table 4.1 Single TM helix accuracies

<table>
<thead>
<tr>
<th>Proteins</th>
<th>Residues</th>
<th>Rmsd (Å) between the target helix structure and the helix structure from:</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Single helix structure calculations*</td>
<td>Full length structure calculations+</td>
</tr>
<tr>
<td>GpA</td>
<td>72-98</td>
<td>0.75+/-0.10</td>
<td>0.53+/-0.09</td>
</tr>
<tr>
<td>GlyR</td>
<td>0-16</td>
<td>0.76+/-0.08</td>
<td>0.68+/-0.14</td>
</tr>
<tr>
<td></td>
<td>25-54</td>
<td>1.60+/-0.20</td>
<td>1.54+/-0.22</td>
</tr>
<tr>
<td>Halor</td>
<td>26-51</td>
<td>0.95+/-0.30</td>
<td>0.92+/-0.22</td>
</tr>
<tr>
<td></td>
<td>106-127</td>
<td>0.90+/-0.10</td>
<td>0.91+/-0.25</td>
</tr>
<tr>
<td></td>
<td>158-190</td>
<td>2.10+/-0.80</td>
<td>1.89+/-0.31</td>
</tr>
<tr>
<td></td>
<td>193-216</td>
<td>0.81+/-0.30</td>
<td>0.73+/-0.17</td>
</tr>
<tr>
<td></td>
<td>227-255</td>
<td>0.87+/-0.30</td>
<td>0.79+/-0.11</td>
</tr>
<tr>
<td>GlpF</td>
<td>7-34</td>
<td>1.25+/-0.40</td>
<td>1.19+/-0.08</td>
</tr>
<tr>
<td></td>
<td>41-63</td>
<td>1.23+/-0.10</td>
<td>1.24+/-0.13</td>
</tr>
<tr>
<td></td>
<td>69-78</td>
<td>0.36+/-0.03</td>
<td>0.33+/-0.06</td>
</tr>
<tr>
<td></td>
<td>83-108</td>
<td>0.70+/-0.10</td>
<td>0.65+/-0.30</td>
</tr>
<tr>
<td></td>
<td>145-167</td>
<td>0.48+/-0.06</td>
<td>0.40+/-0.07</td>
</tr>
</tbody>
</table>

* Structure calculations performed with strong dihedral angle restraints and no NOEs for isolated TM helices.
+ Structure calculations were performed with strong dihedral angle restraints and the maximum number of possible inter-helical NOEs.

Therefore the results of our simulations indicate that strong dihedral angle restraints should be imposed for helical membrane protein structures determined with selectively methyl protonated samples. Intra-helical NOEs are not required, although they could be used to substantiate secondary structure predictions provided by the secondary chemical shifts.
4.2 Inter-helical NOE distributions

One of the findings that arose from our study was that, in addition to the number of inter-helical NOEs, the distribution of these restraints is an important factor determining structure accuracy. For example GpA had a higher accuracy structure compared to GlyR even when a similar number of inter-helical NOEs was employed due to differences in the distribution of inter-helical NOEs (Figure 3.7). However, significant gaps in long-range structural information could be tolerated so long as they occurred in central parts of the structure that were flanked by NOE-defined regions on both sides. This was not the case if NOEs were missing from the terminal regions of transmembrane helices, indicating that it is more important to obtain long-range structural information in these regions. Unfortunately this may pose a particular problem for polytopic α-helical proteins since the ends of the transmembrane helix are known to have a higher preference for less hydrophobic residues (i.e. Lys, Arg, Phe, and Trp) while Val, Leu and Ile are preferentially found in the hydrophobic core of TM helices (70, 96). This distribution problem was also apparent for the membrane proteins from our simulations, since most of the gaps in inter-helical NOE data involved the terminal regions of the helices. This helps account for the differences in accuracies obtained for the different membrane proteins simulated, with AMC and GlpF having the poorest accuracies and the largest number of gaps in inter-helical data at helix termini.
4.3 **Comparison with water-soluble α-helical proteins**

While our calculations with the virtually methyl-protonated membrane proteins in this series gave rise to a range of low- to medium-range accuracy structures, this is in line with observations for similar types of simulations run for water-soluble proteins. As shown in Table 4.2, similar studies done for water-soluble α-helical proteins (structures shown in Figure 4.1) showed that a comparable level of NOEs would be obtained for selectively methyl protonated samples relative to those in our membrane protein dataset. Therefore, in spite of the more frequent occurrence of Ile, Leu and Val in membrane proteins relative to water soluble proteins, additional structural information does not seem to be available for these membrane proteins. This reflects the fact that the hydrophobic cores of water soluble proteins are actually very similar to those of membrane proteins in terms of packing and hydrophobicity (97, 98). Consequently, the backbone accuracy rmsd values for the water-soluble proteins were similar to the ones determined from this study.
Figure 4.1 – Ribbon representations of the water-soluble proteins used to evaluate the ability of specific methyl protonation to accurately determine their structures (as summarized in Table 4.2).
Table 4.2  Accuracy rmsd of proteins using the ILV - specific labeling strategy

<table>
<thead>
<tr>
<th>Protein*</th>
<th>No. of helical residues</th>
<th>NOEs per helical residue</th>
<th>IntraNOEs</th>
<th>InterNOEs</th>
<th>Value of D.A restraints used in simulations (φ,ψ)</th>
<th>Accuracy RMSD†</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GpA</td>
<td>54</td>
<td>3.04</td>
<td>2.59</td>
<td>0.44</td>
<td>-57º+/-20º; -47º+/-30º</td>
<td>2.58+/-0.80</td>
<td>this study</td>
</tr>
<tr>
<td>GlyR</td>
<td>47</td>
<td>4.43</td>
<td>4.23</td>
<td>0.19</td>
<td>-57º+/-20º; -47º+/-30º</td>
<td>4.92+/-0.99</td>
<td>this study</td>
</tr>
<tr>
<td>GipF</td>
<td>181</td>
<td>4.33</td>
<td>3.52</td>
<td>0.80</td>
<td>-57º+/-20º; -47º+/-30º</td>
<td>5.37+/-0.72</td>
<td>this study</td>
</tr>
<tr>
<td>Halor</td>
<td>188</td>
<td>5.07</td>
<td>4.03</td>
<td>1.04</td>
<td>-57º+/-20º; -47º+/-30º</td>
<td>3.18+/-0.20</td>
<td>this study</td>
</tr>
<tr>
<td>AMC</td>
<td>168</td>
<td>4.40</td>
<td>3.82</td>
<td>0.59</td>
<td>-57º+/-20º; -47º+/-30º</td>
<td>5.87+/-0.67</td>
<td>this study</td>
</tr>
<tr>
<td>Z-domain</td>
<td>45</td>
<td>5.44</td>
<td>4.23</td>
<td>1.18</td>
<td>-60º+/-30º; -40º+/-40º</td>
<td>1.80+/-0.40@</td>
<td>(69)</td>
</tr>
<tr>
<td>STAT4NT</td>
<td>100</td>
<td>3.46</td>
<td>2.87</td>
<td>0.59</td>
<td>TAOS output</td>
<td>2.90+/-n/a</td>
<td>(68)</td>
</tr>
<tr>
<td>Bcl-XL</td>
<td>96</td>
<td>5.80</td>
<td>n/a</td>
<td>n/a</td>
<td>TAOS output</td>
<td>3.87+/-0.42@</td>
<td>(67)</td>
</tr>
<tr>
<td>Dbl</td>
<td>142</td>
<td>2.40</td>
<td>n/a</td>
<td>n/a</td>
<td>TAOS output</td>
<td>5.83+/-0.75</td>
<td>(67)</td>
</tr>
<tr>
<td>FPP</td>
<td>228</td>
<td>n/a</td>
<td>n/a</td>
<td>n/a</td>
<td>-70º+/-50º; -50º+/-50º</td>
<td>7.54+/-2.81§</td>
<td>(63)</td>
</tr>
</tbody>
</table>

* Dbl, Dbl homology domain of Trio; Z-domain, Z-domain from Staphylococcal protein A; Bcl-XL, antiapoptotic protein; FPP, farnesyl diphosphate synthase; STAT4NT, amino-terminal protein interaction domain of STAT-4
# n/a, not available
† Backbone accuracy rmsd of the 10 lowest energy structures for the secondary structure region (i.e. the α-helices); all protein simulations except the ones in this study and FPP used hydrogen bond distance restraints
@ Rmsd for core residues: 20-31, 38-49, 54-68; Rmsd for residues 14-71 – 2.9+/-0.40 Å
§ This study also included some NOEs from the β-protons of Val and γ-protons of Ile and Leu
% Rmsd of the global fold; precision of the two subdomains independently is 3.18+/-0.41 Å and 5.37+/-1.68 Å
4.4 Future sources of structural data to be investigated

Given the importance of the dihedral angle restraint when only a sparse set of NOEs is available, future efforts to determine these structures should focus on the accurate identification of these helical regions since the NOEs themselves do not provide enough information to fold the helices. Although secondary chemical shifts can predict secondary structure with ~90-95% accuracy (28), other sources of information can also be used to minimize the chance that a strong dihedral angle restraint is erroneously imposed. For example, hydropathy analysis of the primary sequence can identify regions that are likely to fold into transmembrane helices (89). When combined with sequence alignment information these helices can be identified with 90 % accuracy (89). Agreement between hydropathy profiles and secondary shift information should help to identify potential problems with a helical assignment. In addition, $^1$H$_N$-$^{15}$N residual dipolar couplings exhibit specific patterns for $\alpha$-helical regions (99) and can even be combined with $^{15}$N chemical shifts to identify relative helix orientations (100). Therefore there are many potential sources of data to help identify the helical regions of membrane proteins which can be used together to ensure the accuracy of secondary structure assignment.

In this work dihedral angle values corresponding to a geometrically ideal $\alpha$-helix were used to define the structures, as has been done in previous studies (79-81). However, the actual ($\phi$, $\psi$) values in these membrane proteins may be closer to ideal coiled-coil values of (-65°, -40°), which also happens to represent the average dihedral angle values for $\alpha$-helices in $\alpha$-helical water-soluble proteins. These values are also similar to those found in structures of membrane proteins comprised of bundles of coiled helices, including that of...
halorhodopsin. In contrast, transporters and channels exhibit an average value of (-60°, -45°) which falls within the narrowly defined range of acceptable dihedral angles used in our simulations. This would suggest that ideal values were already being used for AMC and GlpF, but may have been inappropriate for halorhodopsin. Nonetheless, the most ideal scenario would be one where the dihedral angle values could be accurately defined while maintaining a narrow window of acceptable values during the structure calculation. While some approaches have been developed to extract more exact predictions for dihedral angles based on secondary chemical shifts (e.g. TALOS (31)), or dipolar couplings (e.g. PISEMA (101)), the uncertainty associated with these methods is still larger than the boundaries used in the structure calculations. Therefore it remains to be determined as to whether the utilization of these approaches will help to improve the accuracies of the overall structures.

While the addition of \(^1\)H\(^N\)-\(^15\)N RDCs did not give rise to a significant improvement in the accuracy of structures determined in our investigation, it has been established that \(^1\)H\(^N\)-\(^15\)N RDCs alone can improve structure quality (42, 91). However, many successful examples where \(^1\)H\(^N\)-\(^15\)N RDCs helped to refine the structure were with proteins that contained both \(\alpha\)-helical and \(\beta\)-sheet secondary structures. It has been noted that \(\beta\)-sheets usually show more significant improvement with RDCs since the long-range information can help to define the twist of the sheet, a characteristic that is not well described by the local information provided by NOEs (42). In contrast, amide NH dipoles in a helix tend to be almost collinear, giving rise to a narrow distribution of dipolar couplings that does not help to provide new structural information with respect to the secondary structure itself. However, it is well established that the measurement of multiple dipolar couplings per peptide bond can give rise to a more significant improvement in structure quality,
particularly for of $\alpha$-helical structures (19, 54). An example of this was provided for the Z-domain, which is small $\alpha$-helical protein structure that was determined for a selectively methyl protonated sample (Table 4.2). The addition of $^{1}\text{H}^{N},^{15}\text{N}$ and $^{13}\text{C}\alpha^{13}\text{CO}$ RDCs improved the accuracy by 0.4 Å relative to the same structure determination performed without these RDCs. Therefore, although other types of RDCs are not often acquired, they should be more routinely included in future structure determinations, particularly when sparse datasets for $\alpha$-helical proteins are being used.

One potential application for RDCs could be to help identify kinks in the $\alpha$-helix which could then be accommodated in the structure calculation with looser dihedral angle boundaries. Kinks arises from a break in the usual hydrogen bonding network and are common in membrane proteins (102). Many of these helix deformations occur at proline residues since there is a loss of a backbone hydrogen bond with backbone carbonyl oxygens 3 and 4 residues downstream in the sequence. In addition there are steric interactions of the proline ring with the carbonyl oxygen in the preceding turn of the helix that favor deviations from ideal helix geometries (81). Helix distortions also occur at non-proline residues, with certain sequence motifs in membrane proteins being associated with these disruptions in helical structure (81, 103). Therefore, it may be possible to use sequence information combined with secondary shifts to identify these kinked regions. In addition, $^{1}\text{H}^{N},^{15}\text{N}$ RDC correlations with $^{15}\text{N}$ chemical shifts (100, 104), not only help to identify discontinuities in the helix structure but also have the potential to help define the dihedral angles more accurately in this region. Given the significant contributions to inaccuracies arising from kinked helices any approach that can help identify these regions should help prevent incorrect restraints from being applied.
4.5 Outlook on structure determination of α-helical membrane proteins

Results from our studies as well as those reviewed above suggest that the success of the specific methyl protonation labeling strategy for structure determination of α-helical membrane proteins will hinge on the ability to acquire a uniform distribution of inter-helical NOEs. However, if the protein fold does not permit this to be obtained from a methyl protonated sample other labeling strategies should be utilized. For example, it has been shown that the addition of protonated Phe and Tyr to selectively methyl protonated samples produces a useful source of supplemental NOEs that can significantly improve the quality of structures obtained (40, 67, 105). In the case of the helical protein Bcl-xl, it was shown that the rmsd of structures calculated with selectively protonated samples from the crystal structure dropped from 3.87+/−0.42 down to 2.61+/−0.12 Å when the protonated Phe and Tyr were included (67). Nonetheless, it can be difficult to obtain assignments for aromatic protons, particularly when a large number of aromatic residues are present. Therefore this labeling strategy may only be of limited utility for polytopic α-helical membrane proteins since these residues are often found close to the ends of TM helices (70).

A particularly promising form of selective protonation has recently been demonstrated (67, 70) that stereo-selectively incorporates just a single proton into methyl and methylene groups, and at alternating sites in aromatic groups, with the remaining non-exchangeable protons being replaced with deuterium. In addition, $^{12}$C is selectively incorporated into the perdeuterated sites of Leu and Val methyl groups and the deuterated sites of aromatic groups (106, 107). This labeling pattern preserves through-bond
connectivity information needed for backbone and side chain assignment and removes the sources of spin diffusion to improve the accuracy of proton distance measurements. This method has been successfully demonstrated for the 17 kDa calmodulin (46) and the 41 kDa maltose binding protein (43) and has shown to give rise to well-defined ensembles, although interestingly, the accuracies of the ensembles were not reported. However, at the present time the selectively labeled amino acids required for this labeling strategy are not commercially available and can only be obtained by an extensive series of chemical syntheses (108, 109). In addition, incorporation of these selectively labeled amino acids into proteins requires the use of cell-free in vitro translation, a technique that has yet to be generally adopted for the generation of NMR samples (109, 110). Although the application of cell-free translation to membrane proteins is currently being investigated (111) there are still a significant number of developments that need to occur before this approach can be generally applied to solution NMR of membrane proteins.

One type of labeling that has better potential for more general application to structure determination of \(\alpha\)-helical membrane proteins by solution NMR is paramagnetic relaxation enhancement (PRE). The method is used to obtain more distance restraints by introducing spin-labels into specific sites and measuring the extent and location of broadened resonances. Depending on the spin label being employed PRE is able to cause substantial broadening of resonances for protons that are within 15-25 Å of the spin label (112, 113). The extent of broadening can be translated into distances that are included as input for structure determination. This strategy has already been applied to the structure determination of a few membrane proteins: the \(\alpha\)-helical membrane-integrating protein (Mistic) and the \(\beta\)-barrel membrane protein OmpA (114, 115) and has improved the
precision of the resulting structures. Based on the results of our study, it is possible that these long-range distances will be sufficient to accurately define the structure of a polytopic \( \alpha \)-helical membrane protein so long as the helical regions are accurately defined. Ultimately, this strategy may open the door to NMR structure determination of polytopic \( \alpha \)-helical membrane proteins which can help provide new insights into membrane protein structures and their helical interactions.
CLAIMS TO ORIGINAL RESEARCH

Evaluated the accuracy of solution NMR structures that can be obtained for polytopic \( \alpha \)-helical membrane proteins with the selective methyl protonation strategy.

The main findings from this work are:

1) Intra-helical NOE restraints do not improve structure accuracy.

2) If helices can be accurately identified, imposition of narrowly defined dihedral restraints significantly improves the accuracy of structures.

3) Distribution of inter-helical distance restraints is one of the most important factors determining structure accuracy.
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Appendix

A.1 Script for generation of simulated ILV-NOEs in CNS format

PROGRAM NOE_all

  c for do loops, residue number, total residues
  integer k,m,p,l,q,num_res,a

  integer n_atoms, n_res(15000)
  integer countCH3_CH3(4),countNH_NH(4),countNH_CH3(4)
  integer countNH_NH2(4)

  double precision x(11000), y(11000), z(11000)

  double precision d_NOE
  character(LEN=4) res(4000)
  character(LEN=4) prtc_ext(11000, 4000)

  stdi = 5
  stdo = 6
  pi = 4*datan(1.d0)

  c initialize each bin to zero
  countCH3_CH3(1) = 0
  countCH3_CH3(2) = 0
  countCH3_CH3(3) = 0
  countCH3_CH3(4) = 0

  c initialize each bin to zero
  countNH_CH3(1) = 0
  countNH_CH3(2) = 0
  countNH_CH3(3) = 0
  countNH_CH3(4) = 0

  c initialize each bin to zero
  countNH_NH(1) = 0
  countNH_NH(2) = 0
  countNH_NH(3) = 0
  countNH_NH(4) = 0

  c initialize each bin to zero
  countNH_NH2(1) = 0
  countNH_NH2(2) = 0
  countNH_NH2(3) = 0
  countNH_NH2(4) = 0

  c take the total number of atoms

  write(stdo,*)'Number of atoms??'
  read(stdi,*)n_atoms
c -- open the pdb file and read in the residue name, number, and identity

    open(unit=9, file='1FX8_all.list', status='old')
    do k=1, n_atoms
       read(9, FMT=120)a, res(a), prtc_ext(k,a),x(k), y(k), z(k)
    120 FORMAT(i3,2x,a4,3x,a3,3x,3(f7.3,2x))
       n_res(k) = a
    enddo
    write(stdo,*)res(72)

c     now open output file to write
    open(unit=14, file='NOE_new1FX8.tbl', status='unknown')

c     write all distances smaller than 5A, between all pairs of H-s
    c---A
    do p=1,188
    c---B
    do k=1,n_atoms
    c     this is the residue number of the reference atom
       l = n_res(k)
    c     write to the file for cns
       if((l.eq.p).AND.(l.ne.n_res(k-1)))then
          write(14, FMT=300)res(l),l
      300 FORMAT(/,'! assigning residue ',a4,1x, i3)
       endif
    c---C
    do m=1,n_atoms
    c     this is the residue number of the secondary atom
       q = n_res(m)
    c-------------------------------------------------------------------
    c     this will look for amide-amide groups
    c---1a
       if ((prtc_ext(k,l).eq."HN ").AND.
          (prtc_ext(m,q).eq."HN ").AND.((q.eq.l+1)))then
    c---1b check to make sure l does not equal q - not the same residue and ensure that you only create the restraint once - non-redundantly

- 92 -
if ((l.ne.q).AND.(l.eq.p)) then
    d_NOE = sqrt((x(k) - x(m))*(x(k) - x(m)) + (y(k) - y(m))*(y(k) - y(m)) + (z(k) - z(m))*(z(k) - z(m)))

now set the upper bounds for the RST file: will be 1.5 times the pdb-distance

if(d_NOE.le.1.80) then
    d_NOE = 1.80
endif

place the NOE's into their separate bins
if (d_NOE.le.3.0) then
    countNH_NH(2) = countNH_NH(2) + 1
    write(14,FMT=250)l, prtc_ext(k,l), q, prtc_ext(m,q), 3.0, 1.0, 1.2
endif

debug statement
write(stdo,*)d_NOE,res(l)," ",res(q)," ",prtc_ext(k,l),
$ prtc_ext(m,q)
endif

if ((d_NOE.gt.3.0).AND.(d_NOE.le.4.0)) then
    countNH_NH(3) = countNH_NH(3) + 1
    write(14,FMT=250)l, prtc_ext(k,l), q, prtc_ext(m,q), 4.0, 1.2, 1.2
endif

d debug statement
write(stdo,*)d_NOE,res(l)," ",res(q)," ",prtc_ext(k,l),
$ prtc_ext(m,q)
endif

if ((d_NOE.gt.4.0).AND.(d_NOE.le.5.0)) then
    countNH_NH(4) = countNH_NH(4) + 1
    write(14,FMT=250)l, prtc_ext(k,l), q, prtc_ext(m,q), 5.2, 1.5, 2.0
endif
d debug statement
write(stdo,*)d_NOE,res(l)," ",res(q)," ",prtc_ext(k,l),
$ prtc_ext(m,q)
endif

total number of restraints for amide -
countNH_NH(1) = countNH_NH(1) + 1

250 FORMAT('assign (resid ',i3,' and name ',a4,' ) ',
% ' (resid ',i3,' and name ',a4,' )', 3(2x,f3.1))

c----1b
endif
c----la
endif

c--------------------------------------------------------------------------------
- 
c--------------------------------------------------------------------------------
-
this will look for amide-amide groups

if ((prtc_ext(k,l).eq."HN ").AND. (prtc_ext(m,q).eq."HN ").AND.((q.eq.l+2)))then

check to make sure l does not equal q - not the same residue and ensure
that you only create the restraint once - non-redundantly
if ((l.ne.q).AND.(l.eq.p)) then

now set the upper bounds for the RST file: will be 1.5 times the pdb-distance

if however H-s are too close (r3 > r2 = 1.80) a supplemental restriction:

if(d_NOE.le.1.80) then
d_NOE = 1.80
endif

place the NOE's into their separate bins
if (d_NOE.le.3.0) then

cdebug statement
write(stdo,*)d_NOE,res(l)," ",res(q)," ",prtc_ext(k,l), " ",prtc_ext(m,q),
endif

if ((d_NOE.gt.3.0).AND.(d_NOE.le.4.0)) then

cdebug statement
write(stdo,*)d_NOE,res(l)," ",res(q)," ",prtc_ext(k,l), " ",prtc_ext(m,q),
endif

if ((d_NOE.gt.4.0).AND.(d_NOE.le.5.0)) then

cdebug statement
write(stdo,*)d_NOE,res(l)," ",res(q)," ",prtc_ext(k,l), " ",prtc_ext(m,q),
endif

total number of restraints for amide -
countNH_NH2(1) = countNH_NH2(1) + 1
c-----lb  endif

   c-----1a  endif

   c------------------------------------------------------------------------
   c     this will look for amide-methyl groups
   c---2a
   if ((prtc_ext(k,l).eq."HN ").AND. $ (prtc_ext(m,q).ne."HN ").AND.(q.ne.l)) then
   c---2b for methyl groups we only look at Val,Leu,Ile(QD1only)
   if ((res(q).eq."LEU ".OR.res(q).eq."VAL ") $ .AND.(prtc_ext(m,q).eq."QD1".OR.prtc_ext(m,q) $ .eq."QD2".OR.prtc_ext(m,q).eq."QG2" $ .OR.prtc_ext(m,q).eq."QG1").OR.(res(q).eq."ILE ".AND. $ prtc_ext(m,q).eq."QD1") then
   c---2c check to make sure l does not equal q - not the same residue $ and ensure $ that you only create the restraint once - non-redundantly
   if ((l.ne.q).AND.(l.eq.p)) then
      d_NOE = sqrt((x(k) - x(m))*(x(k) - x(m)) +(y(k) - $ y(m))*(y(k) - y(m)) + (z(k) - z(m))*) $ (z(k) - z(m)))
   c now set the upper bounds for the RST file: will be 1.5 times the pdb-distance
   c if however H-s are too close (r3 > r2 = 1.80) a supplemental restriction:
   if(d_NOE.le.1.80) then
      d_NOE = 1.80
   endif
   c place the NOE's into their separate bins
   if (d_NOE.le.3.0) then
      countNH_CH3(2) = countNH_CH3(2) + 1
      write(14,FMT=250) l, prtc_ext(k,l), q, prtc_ext(m,q), $ 3.0, 1.0, 1.2
   c debug statement
   write(stdo,*"d_NOE, res(l),", res(q),", prtc_ext(k,l), $ prtc_ext(m,q)"
   endif
   if ((d_NOE.gt.3.0).AND.(d_NOE.le.4.0)) then
      countNH_CH3(3) = countNH_CH3(3) + 1
      write(14,FMT=250) l, prtc_ext(k,l), q, prtc_ext(m,q), $ 4.0, 1.2, 1.2
   c debug statement
   write(stdo,*"d_NOE, res(l),", res(q),", prtc_ext(k,l), $ prtc_ext(m,q)"
   endif
   if ((d_NOE.gt.4.0).AND.(d_NOE.le.6.0)) then
      countNH_CH3(4) = countNH_CH3(4) + 1
write(14,FMT=250)l, prtc_ext(k,l), q, prtc_ext(m,q),
  5.2, 1.5, 2.0
$    debug statement
write(stdo,*),d_NOE," ",res(l)," ",res(q)," ",
$      prtc_ext(k,l),prtc_ext(m,q)
endif

c     total number of restraints for methyl - methyl
countNH_CH3(1) = countNH_CH3(1) + 1

c----2c
endif
c---2b
endif
c---2a
endif

----------------------------------------------------------------------------------

---3a
if ((prtc_ext(k,l).ne."HN ").AND.
$      (prtc_ext(m,q).ne."HN ").AND.(l.lt.q)) then
     for methyl groups we only look at Val,Leu,Ile(QD1only)
---3b
   if ((res(l).eq."LEU ".OR.res(l).eq."VAL ")
$      .AND.(prtc_ext(k,l).eq."QD1".OR.prtc_ext(k,l)
$      .eq."QD2".OR.prtc_ext(k,l).eq."QG2"
$      .OR.prtc_ext(k,l).eq."QG1").OR.(res(l).eq."ILE ".AND.
$      prtc_ext(k,l).eq."QD1")then
---3c
   for methyl groups we only look at Val,Leu,Ile(QD1only)
   if ((res(q).eq."LEU ".OR.res(q).eq."VAL ")
$      .AND.(prtc_ext(m,q).eq."QD1".OR.prtc_ext(m,q)
$      .eq."QD2".OR.prtc_ext(m,q).eq."QG2"
$      .OR.prtc_ext(m,q).eq."QG1").OR.(res(q).eq."ILE ".AND.
$      prtc_ext(m,q).eq."QD1")then
---3d
   check to make sure l does not equal q - not the same residue
   and ensure
   that you only create the restraint once - non-redundantly
   if ((l.ne.q).AND.(l.eq.p)) then
     d_NOE = sqrt((x(k) - x(m))*(x(k) - x(m)) +(y(k) -
$        y(m))*(y(k) - y(m)) + (z(k) - z(m)) *
$        (z(k) - z(m)))
   endif
   now set the upper bounds for the RST file: will be 1.5 times the
   pdb-distance

---3a
if (d_NOE.le.1.80) then
  d_NOE = 1.80
endif

c     place the NOE's into their separate bins
   if (d_NOE.le.3.0) then
countCH3_CH3(2) = countCH3_CH3(2) + 1
write(14,FMT=250)l, prtc_ext(k,l), q, prtc_ext(m,q), 3.0, 1.0, 1.2

c debug statement
write(stdo,*)d_NOE,res(l)," ",res(q)," ",prtc_ext(k,l),
prtc_ext(m,q)
endif
if ((d_NOE.gt.3.0).AND.(d_NOE.le.4.0)) then
countCH3_CH3(3) = countCH3_CH3(3) + 1
write(14,FMT=250)l, prtc_ext(k,l), q, prtc_ext(m,q),
4.0, 1.2, 1.2

c debug statement
write(stdo,*)d_NOE,res(l)," ",res(q)," ",prtc_ext(k,l),
prtc_ext(m,q)
endif
if ((d_NOE.gt.4.0).AND.(d_NOE.le.6.0)) then
countCH3_CH3(4) = countCH3_CH3(4) + 1
write(14,FMT=250)l, prtc_ext(k,l), q, prtc_ext(m,q),
5.2, 1.5, 2.0

c debug statement
write(stdo,*)d_NOE," ", res(l)," ",res(q)," ",
prtc_ext(k,l),prtc_ext(m,q)
endif
c total number of restraints for methyl - methyl
countCH3_CH3(1) = countCH3_CH3(1) + 1

c---3d
endif
c---3c
endif
c---3b
endif
c---3a
endif
c-----------------------------
c---D
c endif
c---C
dendo
c---B
dendo
c---A
dendo
c write the total number of NOE's for methyl-methyl proton
write(stdo,*)'CH3-CH3 NOEs: total # is: ',countCH3_CH3(1)
write(stdo,*)'Here are the bins: ',countCH3_CH3(2),
countCH3_CH3(3),countCH3_CH3(4)
c write the total number of NOE's for amide-amide proton
write(stdo,*)'NH-NH(i-i+1) NOEs: total # is: ',countNH_NH(1)
write(stdo,*)'Here are the bins: ',countNH_NH(2),
countNH_NH(3),countNH_NH(4)
c write the total number of NOE's for amide-amide proton
write(stdo,*)'NH-NH(i-i+2) NOEs: total # is: ',countNH_NH2(1)
write(stdo,*)'Here are the bins: ',countNH_NH2(2),
$  countNH_NH2(3),countNH_NH2(4)
write(stdo,*)'Here are the bins: ',countNH_CH3(2),
$  countNH_CH3(3),countNH_CH3(4)

END PROGRAM NOE_all

A.2 Script for generation of simulated dihedral angles in CNS format

PROGRAM dih_cns

integer k,a,p,i
character(LEN=4)res(1000)
character(LEN=3)prtc_ext(11000,1000)
double precision x(11000),y(11000),z(11000)
integer n_res(11000)

stdi = 5
stdo = 6
pi = 4*datan(1.d0)

-- open the pdb file and read in the residue name, number, and identity
open(unit=9, file='helices.list', status='old')
do k=1,10162
  read(9, FMT=120)a, res(a), prtc_ext(k,a),x(k), y(k), z(k)
c120 FORMAT(i5,1x,a4,3x,a3,2x,3(f7.3,2x))
n_res(k) = a
endo
do p=5,261
  if(p.eq.n_res(i).AND.p.ne.n_res(i-1))then
    write(15, FMT=401)p, p+1, p+1,
        p+1, 1.0, -57.0, 20.0, 2
  endif
A.3 Tables of precision and accuracy values

<table>
<thead>
<tr>
<th>Protein</th>
<th>IntraNOEs/residue</th>
<th>Accuracy (Å)</th>
<th>Precision (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GpA</td>
<td>1.4</td>
<td>2.65±/-0.51</td>
<td>3.69±/-1.20</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>2.45±/-0.75</td>
<td>3.42±/-0.80</td>
</tr>
<tr>
<td></td>
<td>3.4</td>
<td>2.58±/-0.80</td>
<td>3.02±/-0.73</td>
</tr>
<tr>
<td>GlyR</td>
<td>1.4</td>
<td>4.18±/-1.04</td>
<td>4.94±/-1.66</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>4.67±/-1.09</td>
<td>4.81±/-1.50</td>
</tr>
<tr>
<td></td>
<td>4.4</td>
<td>4.92±/-0.99</td>
<td>5.96±/-1.69</td>
</tr>
<tr>
<td>Halor</td>
<td>1.4</td>
<td>3.33±/-1.10</td>
<td>2.21±/-0.97</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>3.01±/-0.44</td>
<td>1.75±/-0.62</td>
</tr>
<tr>
<td></td>
<td>3.4</td>
<td>3.25±/-0.50</td>
<td>1.93±/-0.95</td>
</tr>
<tr>
<td></td>
<td>4.4</td>
<td>3.18±/-0.20</td>
<td>1.95±/-0.66</td>
</tr>
<tr>
<td>GlpF</td>
<td>1.4</td>
<td>5.17±/-0.62</td>
<td>3.74±/-0.67</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>5.05±/-0.43</td>
<td>3.62±/-0.53</td>
</tr>
<tr>
<td></td>
<td>3.4</td>
<td>5.37±/-0.72</td>
<td>3.62±/-0.69</td>
</tr>
<tr>
<td>AMC</td>
<td>1.4</td>
<td>5.63±/-0.71</td>
<td>4.87±/-1.31</td>
</tr>
<tr>
<td></td>
<td>2.4</td>
<td>5.58±/-0.74</td>
<td>5.48±/-1.13</td>
</tr>
<tr>
<td></td>
<td>3.4</td>
<td>5.87±/-0.67</td>
<td>5.09±/-1.36</td>
</tr>
</tbody>
</table>
### A.4 Tables of precision and accuracy values

<table>
<thead>
<tr>
<th>Proteins</th>
<th># of interNOEs</th>
<th>IntraNOEs/residue</th>
<th>Accuracy (Å)</th>
<th>Precision (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GpA</td>
<td>24</td>
<td>0.7</td>
<td>2.65 +/- 0.51</td>
<td>3.69 +/- 1.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.7</td>
<td>2.45 +/- 0.75</td>
<td>3.42 +/- 0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.7</td>
<td>2.58 +/- 0.80</td>
<td>3.02 +/- 0.73</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>0.7</td>
<td>2.84 +/- 0.78</td>
<td>3.52 +/- 1.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.7</td>
<td>2.77 +/- 0.37</td>
<td>3.33 +/- 0.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.7</td>
<td>2.98 +/- 0.45</td>
<td>3.76 +/- 0.94</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.7</td>
<td>3.33 +/- 0.57</td>
<td>3.88 +/- 1.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.7</td>
<td>3.67 +/- 0.86</td>
<td>4.73 +/- 1.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.7</td>
<td>3.99 +/- 1.44</td>
<td>5.45 +/- 2.06</td>
</tr>
<tr>
<td>GlyR</td>
<td>9</td>
<td>1.4</td>
<td>4.18 +/- 1.04</td>
<td>4.94 +/- 1.66</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4</td>
<td>4.67 +/- 1.09</td>
<td>4.81 +/- 1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.4</td>
<td>4.92 +/- 0.99</td>
<td>5.96 +/- 1.69</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1.4</td>
<td>4.17 +/- 0.96</td>
<td>5.14 +/- 1.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4</td>
<td>5.35 +/- 1.08</td>
<td>6.55 +/- 2.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.4</td>
<td>4.90 +/- 1.55</td>
<td>6.69 +/- 2.05</td>
</tr>
<tr>
<td>Halor</td>
<td>195</td>
<td>1.1</td>
<td>3.33 +/- 1.10</td>
<td>2.21 +/- 0.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>3.01 +/- 0.44</td>
<td>1.75 +/- 0.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>3.25 +/- 0.50</td>
<td>1.93 +/- 0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.1</td>
<td>3.18 +/- 0.20</td>
<td>1.95 +/- 0.66</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>1.1</td>
<td>4.00 +/- 0.30</td>
<td>3.87 +/- 0.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>4.36 +/- 0.49</td>
<td>3.43 +/- 0.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.1</td>
<td>4.69 +/- 0.65</td>
<td>3.36 +/- 0.60</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>1.1</td>
<td>6.41 +/- 0.49</td>
<td>5.21 +/- 1.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>5.60 +/- 0.69</td>
<td>4.87 +/- 1.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.1</td>
<td>6.00 +/- 0.74</td>
<td>6.76 +/- 3.89</td>
</tr>
<tr>
<td>GlpF</td>
<td>145</td>
<td>1.1</td>
<td>5.17 +/- 0.62</td>
<td>3.74 +/- 0.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>5.05 +/- 0.43</td>
<td>3.62 +/- 0.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>5.37 +/- 0.72</td>
<td>3.62 +/- 0.69</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>1.1</td>
<td>7.56 +/- 1.22</td>
<td>6.27 +/- 1.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>7.70 +/- 1.44</td>
<td>6.33 +/- 1.58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>7.96 +/- 1.31</td>
<td>7.12 +/- 1.64</td>
</tr>
<tr>
<td></td>
<td>54</td>
<td>1.1</td>
<td>10.35 +/- 2.77</td>
<td>9.93 +/- 3.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>8.51 +/- 1.48</td>
<td>7.62 +/- 2.21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>8.30 +/- 1.11</td>
<td>7.18 +/- 1.78</td>
</tr>
<tr>
<td>AMC</td>
<td>99</td>
<td>1.1</td>
<td>5.63 +/- 0.71</td>
<td>4.87 +/- 1.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>5.58 +/- 0.74</td>
<td>5.48 +/- 1.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>5.87 +/- 0.67</td>
<td>5.09 +/- 1.36</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>1.1</td>
<td>7.74 +/- 1.20</td>
<td>5.83 +/- 0.95</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>6.71 +/- 0.88</td>
<td>5.96 +/- 1.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>7.27 +/- 0.90</td>
<td>6.55 +/- 1.91</td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>1.1</td>
<td>8.38 +/- 0.90</td>
<td>7.38 +/- 1.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.1</td>
<td>7.48 +/- 1.03</td>
<td>8.16 +/- 1.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.1</td>
<td>7.88 +/- 0.71</td>
<td>6.86 +/- 1.21</td>
</tr>
</tbody>
</table>